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Ionospheric heating sources

Ionospheric heating is one of the sources of ion upflow/outflow.
Sources of heating include:
• solar EUV radiation
• particle precipitation
• Joule heating (~ion-neutral frictional heating)
• field-aligned current fluctuations
• turbulence, waves

Schunk (JASTP 2007): The classical polar wind is an ambipolar outflow of thermal plasma. If the
outflow is driven by energization processes either in the auroral oval or at high altitudes in the
polar cap, the outflow is called the ‘‘generalized’’ polar wind.



Global estimates of Joule heating by models
Weimer et al. (2005): Evening and morning maxima

McHarg et al. (2005)
• Southward IMF conditions, 

for which plasma convection 
is strong (like Weimer+)

• Morning dominates

Factor of 2-3 larger values in McHarg than in Weimer



Local estimates of Joule heating, EISCAT at 67o and 75o MLAT
Cai, Aikio and Nygrén (JGR 2014)

At 67o MLAT, evening and morning maxima like in Weimer+ (2005)

Cai, Aikio and Nygrén (JGR 2016): Afternoon 
hot spot at 75o MLAT- not in global models
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Figure 1. Median values of the Joule heating rates QE in the summer at ESR within 1 h MLT bins for the four IMF clock
angle quadrants. The positive By and Bz directions are shown in the middle. The median values of F region plasma drift
velocities are shown by vectors in each bin and the scale is indicated by the vi vector. The average number of samples
(N) in the bins is shown in the bottom corner of each panel.

Figure 2. Median values of the Joule heating rate QE during equinoxes in the same format as in Figure 1.

CAI ET AL. AFTERNOON JOULE HEATING HOT SPOT 7138

At 75o MLAT, afternoon hot spot at ~15 MLT 
during Bz<0, Summer>Equinox>Winter, reason: 
large plasma convection velocity



Local estimates of Joule heating, effect of neutral winds, EISCAT

Two electric field E components

(this event shows an unusually large EF)

Generally used proxy for Joule heating: 

qE(z)= sP(z) E2

Joule heating with  neutral wind u: 

qJ(z)= sP(z) |E + u(z) x B|2

=> Altitude-dependent thermospheric winds change 

Joule heating altitude  profiles (decrease or increase)

Height-integrated (70 – 180 km) Joule heating 

rates QJ (red curve). When QJ > QEM, neutral 

winds increase Joule heating (and vice versa)

QEM is always positive (Figure 4, sixth panel, violet curve).
The mechanical energy transfer rate qm (Figure 4, fourth
panel) is mainly positive up to about 130 km, but the upper
boundary fluctuates between 120 and 140 km. The zone of
high values is rather narrow, 20–30 km only. The parameter
shows the same Pc6 fluctuations as the electric field and the
EM energy input. Positive values indicate that there is a mech-
anical energy transfer to neutral gas by the EM source. Within
this altitude region, the EM energy goes both to qm and qJ.
[39] Above about 130 km, qm is mainly negative indicating

that winds make work and are a source of Joule (ion-neutral
frictional) heating qJ. Figure 4 (third panel) shows that, below
about 130 km, qJ is caused by qEM (but is smaller than qEM),
whereas above about 130 km, qJ is a sum of qEM and |qm|.
For most of the time, the height-integrated value QJ is larger

than QEM, only for a short period before and after 02 MLT as
well as at about 01:15 MLT, the height-integrated Qm has a
small positive value and hence QJ is somewhat smaller than
QEM.
[40] Figure 5 represents an example of high-activity

(Kp = 5) afternoon/evening measurement on 16 November
2003. These conditions correspond to a small positive median
of Qm in the statistical results in Figure 3. The electric field in
Figure 5 (first panel) shows that the eastward component of
the electric field is close to zero, whereas the meridional
component points all the time in the northward direction and
fluctuates between 25 and 50mV/m during the first hour, after
which it increases up to 100 mV/m with continuing fluctua-
tions in the Pc6 range. After half an hour, the electric field
decreases to 50 mV/m, goes rapidly to zero at about 17 MLT

Figure 5. Same as Figure 4 for 16 November 2003.
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Aikio et al. (JGR 2012)



Global estimates of electron precipitation power

postmidnight. A significant advantage of the approach used
in this paper is the explicit fit to solar wind conditions, so it
is not logical that variations in a yearly average solar wind
input could produce the postmidnight maximum. Instead, it
is more likely that the presence of diverging electric fields
postmidnight [Marklund et al., 1994, 1997] accounts for
some or all of the postmidnight ion precipitation maximum.
Although the equivalent of monoenergetic acceleration

events for ions is rare or possibly nonexistent (we ourselves
have searched for candidate events without success, and
there seem to be no reports in the literature), it is still
reasonable that ion energy fluxes precipitating into the
postmidnight region are enhanced by the properly directed
electric fields (and retarded premidnight).
[36] Table 1 summarizes the energy budget for the vari-

ous types of aurora. Combined, the electron and ion diffuse

Figure 3. Monoenergetic hemispheric energy flux for conditions of (a) low and (b) high solar wind
driving.
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A09207Newell et al. (JGR 2009)

aurora, averaged over all conditions, accounts for 77% of all
aurora. The combined contribution of electron acceleration
events is just 22%, with monoenergetic events somewhat
exceeding wave aurora. It is worth noting that the dayside
precipitating energy flux clearly is far less responsive to
solar wind driving than is the nightside, as is evident from
Figures 3–7. This may seem puzzling at first, since the
dayside boundary regions are more intimately interacting
with the solar wind than is the nightside. However, as the
discussion will make clear, this result fits fairly well with

current thinking on the formation of the magnetopause
frontside boundary layers.

4. Comparative Number Flux (and Probability)
for Four Auroral Precipitation Types

[37] On the basis of the energy flux plots, one would
suppose that the nightside was the main region of interest,
particularly the dusk-to-midnight sector. The situation is
very different when number flux is considered. Ion outflows

Figure 4. Broadband acceleration hemispheric energy flux for (a) low and (b) high solar wind driving.
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from the magnetosphere are dependent on soft particle
precipitation, since the energy is primarily deposited into
the F region, while keV energy electrons deposit their
energy in the E region.
[38] Figure 7 shows the number flux input into the

ionosphere associated with monoenergetic precipitation
events for conditions of low and high solar wind driving.
On the basis of number flux, there are three regions of
activity, the first being the premidnight region which is so
prominent in energy flux, and the other two flanking noon
(or, geophysically speaking, flanking the cusp). The after-
noon maximum is more pronounced in monoenergetic
precipitation events, but a clear morning side peak occurs

also. Overall, the dayside is more active than the nightside,
particularly for conditions of low solar wind driving. The
hemispheric precipitating number flux associated with
monoenergetic events rises from 1.1 ! 1025 el/s for quiet
conditions to 2.3 ! 1025 el/s for strong solar wind driving.
This factor of 2.1 increase is smaller than that associated
with energy flux, because number flux is more associated
with the dayside, which changes its precipitation character-
istics less dramatically than does the nightside (which
dominates energy flux).
[39] As Figure 8 shows, wave aurora, while sharing

prenoon and postnoon peaks, actually differs from mono-
energetic events. The number flux for wave aurora peaks

Figure 5. Diffuse aurora hemispheric energy flux for (a) low and (b) high solar wind driving.
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Note that global Joule heating was estimated as 100 – 280 GW during IMF southward conditions

Diffuse aurora, 
20 GW



Local estimates of precipitating particle power 
Virtanen, Gustavsson, Aikio et al. (submitted to JGR 2018)

Confidential manuscript submitted to JGR-Space Physics

Figure 5. Inversion results during the Swarm C overflight on 9 November 2015. Electron density observed
with EISCAT (top panel), electron density modeled in the inversion (second panel), di�erential energy flux
(third panel), upward field-aligned current (fourth panel), total energy flux (fifth panel) and �2 (bottom
panel). The red vertical bars in the fourth and fifth panel are 1-� error estimates. The satellite crossed the
EISCAT geomagnetic latitude at 21:38:39 UT.

–24–

Measured Ne by EISCAT (auroral arc)

Inverted electron spectra (the method is introduced in the
submitted paper)

Calculated power, max ~10 mW/m2 in this auroral arc

Calculated FAC

Calculated Ne (from spectra)



Precipitating particle power, effect of resolution 

Virtanen, Gustavsson, Aikio et al. (modified from manuscript 
submitted to JGR 2018)
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Heating within cusp, by small-scale FACs(?)

Mass density anomaly (no strong seasonal dependece) 

Small-scale field-aligned current intensity

Electron temperature (largest increase in winter)

546 G. N. Kervalishvili and H. Lühr: Relationship of ⇢rel with Te, SSFACs, and ion up-flow

Fig. 3. The bin-averaged median values of density anomaly ⇢rel, SSFACs, and electron temperature Te from top to bottom, respectively, for
the three local seasons: winter (left column), combined equinoxes (middle column), and summer (right column). The white circles mark the
MLat at 10� spacing.

The quality of the cusp region coverage can be improved by
combining F13 and F15 observations (Fig. 4b bottom row).
Although both satellites show on average positive, upward

flow in the cusp region, this is about twice as high in the
case of F15 (Fig. 4a) and there is a different seasonal depen-
dence of vertical ion velocity in the cusp region: F13 shows
a stronger seasonal variation than F15. In the cusp region the
F13 observations indicate the positive ion up-flow intensities
that decrease from strong to week from winter to summer
(Fig. 4b, middle row). A positive up-flow is observed also
in other regions during winter and the equinox, while in lo-
cal summer the positive upward flow is present only in the
cusp region. In the polar cap the ion drift is downward at all
seasons, as expected (Coley et al., 2006). A somewhat differ-
ent picture emerges in Fig. 4a from F15 observations. During
equinox and summer the expected downward drift is not ob-
served in the polar cap region. Also, high intensity stripes

can be seen at dayside latitudes for all three seasons. Ac-
cording to Hartman and Heelis (2007) the upward flow in the
polar cap region could arise from uncertainties of F15 alti-
tude pointing. The authors have estimated this uncertainty in
the equatorial region and found out that it results in veloc-
ity biases of 70m s�1 to 140m s�1, which could explain the
observed differences in velocity. To solve this problem for
our study we have applied another procedure, which is based
on a comparison with F13 data (Wang et al., 2012). Namely
we have used the F13 data as a reference and have rescaled
the F15 data applying a linear relationship, which is derived
from a correlation of overlapping F13 and F15 satellite read-
ings. Median values are taken only from bins to which both
satellites have contributed. Outliers were rejected based on
their standard deviation values. After the third iteration the
following linear scaling expression has been derived for the
ion vertical velocity in m s�1

Ann. Geophys., 31, 541–554, 2013 www.ann-geophys.net/31/541/2013/
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Fig. 4. The bin-averaged median values of ion vertical velocity for the three local seasons: winter (left column), combined equinoxes (middle
column), and summer (right column): (a) DMSP F15; (b) rescaled DMSP F15 (according to Eq. 6), DMSP F13, and their merged plots from
top to bottom. The white circles mark the MLat at 10� spacing.

V F15new
z = 0.84 V F15old

z � 113.7 (6)

with a correlation coefficient 0.93. These rescaled values of
F15 (Fig. 4b, top row) ion vertical velocity are used for the

SEA analysis in Sect. 3.3. As we can see from Fig. 4b (top
row) the rescaled F15 data shows downward ion drift in the
polar cap, as expected, during all seasons. The merged plots
of F13 and F15 satellites data are shown in Fig. 4b (bottom
row).

www.ann-geophys.net/31/541/2013/ Ann. Geophys., 31, 541–554, 2013

Kervalishvili and Lühr (AG 2013): CHAMP satellite at 320-460 km

DMSP F13&F15 upward ion velocity at 840 km altitude

Linear correlation between Te and viz,
Strongest increases in winter

Conclusion: ”Mechanisms for moving the neutral and the
charged particles may be quite different”.



Te enhancement in the ionosphere, waves at 4.4 Re (Cluster) 

A. T. Aikio et al.: EISCAT and Cluster observations near the polar cap boundary 95

Fig. 6. PEACEmeasurement on C1 of electron energy fluxes in units of erg cm�2 sr�1 s�1 eV�1 in the upward (top), perpendicular (middle)
and downward (bottom) directions. The PSBL and Polar rain regions are shown.

Fig. 7. Omnidirectional CIS CODIF spectrograms for O+ ions in corrected-for-detection-efficiency counts per sec (top), pitch angle distri-
bution for the upper energy population (1–40 keV), in particle flux units (ions cm�2 s�1 sr�1 keV�1) (middle) and pitch angle distribution
for the lower energy population (30 eV–1 keV) (bottom).

www.ann-geophys.net/26/87/2008/ Ann. Geophys., 26, 87–105, 2008

Aikio et al. (AG 2008)

96 A. T. Aikio et al.: EISCAT and Cluster observations near the polar cap boundary

Fig. 8. Same as Fig. 7, but for s/c C4.

Fig. 9. Electric field components from the EFW instrument in the
DSI coordinate system for C2 (top) and C4 (bottom). The PSBL
and Polar rain regions are marked by vertical lines. For s/c C4, the
time interval of ion outflow is indicated by the horizontal line and
the time of maximum flux intensity by a thicker line.

5 Cluster observations during substorm recovery

5.1 Magnetospheric regions traversed and ion outflow

The four Cluster satellites were on the perigee pass over the
Northern Hemisphere during the substorm recovery phase.
The Cluster orbit mapped along magnetic field lines to a

100 km altitude by the T89c model is shown in Fig. 1. The
orbits are located to the east of the VHF beam, 10� cgmLon
at 22:14UT. The four satellites form a closely spaced string-
of-pearls in the order C4, C2, C3 and C1 from west to east.
The orbits in the time-latitude coordinate system are shown
in Fig. 5, where it can be seen that C1 leads the northward
motion, then come C3, C2 and C4.
Figure 6 is selected to show the electron populations en-

countered by the C1 satellite. The change from the CPS to
the PSBL plasma takes place around 21:50UT, where the
high-energy (up to several tens of keV) particle populations
start to decrease in energy. In addition, downgoing and up-
going electrons with energies down to the lower limit of the
instrument, typical of the PSBL, appear. The PSBL termi-
nates at the polar cap boundary and is followed by polar rain
electrons with energies of a few hundred eV.
Figures 7 and 8 show the oxygen populations for C1 and

C4 (no CIS data was available from C2 and C3). Hydrogen
ions show very similar behaviour (data not shown). The CPS
is dominated by isotropic several tens of keV ions. In the
PSBL, the low-energy edge of the energy spectrum for the
high energy population increases with latitude, which is a
characteristic signature of velocity-dispersed ions of type 2.
The VDIS-2 signature is interpreted to be produced by re-
connection in the magnetotail: the highest energy ions arrive
poleward of the lower energy ions, which spend a longer time
when traveling from the reconnection site to the ionosphere
and thus suffer from a greater inward drift.

Ann. Geophys., 26, 87–105, 2008 www.ann-geophys.net/26/87/2008/

C1O+ outflow

O+ outflow
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Fig. 3. Electron temperature measured by the VHF radar. The black curve is the PCB based on this data and the ESR field-aligned Te
measurement. Cluster C1 (black) and C4 (blue) orbits are marked by triangles at locations of ion outflow.

Fig. 4. Ion temperature measured by the VHF radar in the same format as Fig. 3. Time intervals denoted by A to E are shown in the lower
part of the figure.

disappears entirely and is not visible during period E (the
poleward motion of the PCB). Since the Ti enhancement is
proportional to (vi�vn)2, obviously the velocity difference
between ions and neutrals has become small.

4.2 Equivalent currents and the PCB

The equivalent east-west currents are shown in Fig. 5. Af-
ter 19:30UT, a westward current region drifting southward

Ann. Geophys., 26, 87–105, 2008 www.ann-geophys.net/26/87/2008/
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Some open questions
• Which processes are important for ion outflow? 

• Several processes at different altitudes may play a role: Ionospheric heating in the E and lower

F regions; wave-particle interactions, turbulence and ion acceleration by parallel EFs at 

intermediate altitudes (several 1000’s km to 10 000’s km)

• How important are small-scale processes? Deng and Ridley (2007): Possible reasons for 

underestimating Joule heating in global models: E field variability, spatial resolution, and 

vertical velocity. => They may be important.

• Neutral upflow versus ion upflow (I-T coupling)? Role of neutral dynamics is poorly known at 

thermospheric altitudes; neutral density and  ion composition are also poorly known.

• Heating produces upflow, but what part of that will become outflow (and when escape)?

• How to get simultaneous measurements in the ionosphere at altitudes where heating takes

place and at higher altitudes, where ions and neutrals escape? (Answer: radars + satellites)



EISCAT_3D incoherent scatter radar
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• ~10 000 antenna elements, 5 MW power
• Digital beamforming, multiple

simultaneous beams yielding volumetric
measurements

• Lowest elevation angle 30o

• ~230 MHz (VHF) 

• Transmitter site at Skibotn (Norway)
• Two additional receiver sites, one in Finland 

and one in Sweden => vector measurements of 
ion drifts are possible

• Ground work starting, tendering of transmitter
units going on, first 3-static measurements
expected in 2022.

91 antenna elements/subarray109 subarrays



EISCAT_3D radar measurements at high altitudes
Advantages of EISCAT_3D compared to current EISCAT radars

• 5 MW power, large effective antenna area

• Debye length limitation less severe for VHF than present F-A UHF.

• Multiple beams at different elevation angles: an experiment can be 

planned that measures the F-A ion velocity at different altitudes, taking 

into account the curvature of magnetic field-lines.
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• Ne assumed as 2·1010 m-3

• 30 s integration time at 800 km 

is required to get 

measurements e.g. of line-of-

sight ion velocity with 5% 

accuracy

Conclusion:

We expect to carry out good observations of ion upflows with EISCAT_3D,

but additional measurements and modeling of the I-T system are needed, too.


