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Studies on the microstructure of the solar wind

Astronomy and Space Physics Research Unit, University of Oulu, Finland
Report No. 98 (2015)

Abstract

The thesis includes �ve original papers: the �rst three of them study solar wind
discontinuities, the fourth paper studies solar wind turbulence, and the �fth paper studies
the e�ect of data gaps on di�erent spectral analysis methods.

Discontinuities are important structures in understanding the microstructure of the
solar wind and its interaction with the Earth's magnetosphere. The key role of these
small-scale structures in the statistical investigation of space plasma turbulence was only
recently revealed. Also, a large part of these studies are a�ected by the almost ubiquitous
presence of data gaps in satellite measurements, representing a real challenge in most
statistical analysis methods. This thesis addresses these questions and o�ers answers
and solutions to them.

We present a statistical study on predicting the propagation delay of solar wind dis-
continuities observed by both ACE, located at L1, and Cluster 3 (C3) spacecraft, close to
the Earth's bow shock. Paper I studies almost 200 events between 2001 and 2007, Paper
II introduces a new method of improving the time delay estimation using wavelet denois-
ing to remove small scale �uctuations, and Paper III expands the study to more than 350
discontinuities between 2001 and 2012, performing a systematic analysis of the e�ect of
wavelet denoising on time delay estimation accuracy. The methods used to predict the
propagation delay, based on di�erent ways of boundary normal estimation, are: the cross
product method (CP), the minimum variance analysis of the magnetic �eld (MVAB), and
the constrained minimum variance analysis (MVAB0). Paper III �nds that, by tuning
the method parameters for each discontinuity individually, the fraction of discontinuities
estimated to arrive at C3 within ±2 min from the observed time delay is signi�cantly
improved. Using wavelet denoising parameters optimized to each event, we found that
88% of our database of events are estimated to arrive within ±2min from the observed
time delay with MVAB, 74% with CP, and 69% with the MVAB0 method.

We investigate Venus Express observations of magnetic �eld �uctuations during 2007-
2009. Paper IV �nds that the power spectral densities have higher levels of power for the
fast solar wind than for the slow. The three components of the magnetic �eld exhibit
di�erent average spectral slopes for the fast and slow wind. Paper IV also investigates the
variation of the spectral index as a function of the solar wind speed, and �nds that the
average spectral indices of the magnetic �eld become shallower with increasing plasma
velocity.

We investigate the e�ect of data gaps for four methods of estimating the amplitude
spectrum of a time series. Paper V shows that, for single data gaps, Fast Fourier Trans-
form (FFT) and Discrete Fourier Transform (DFT) give an amplitude decreasing with
gap size. On the other hand, the Z-Transform (ZTR) and the Lomb-Scargle algorithm
(LST) preserve the absolute level of amplitude but lead to greatly increased spectral
noise for increasing gap size. For multiple small data gaps, DFT, ZTR and LST can,
unlike FFT, �nd the correct amplitude of sinusoidal modes even for a rather large data
gap percentage. However, for in-situ data collected in a turbulent plasma environment,
these three methods overestimate the high frequency part of the amplitude spectrum,
while FFT only slightly underestimates it. Therefore, for small data gaps, FFT is the
most appropriate method to approximate the spectral slope for turbulent spectra, while
ZTR and LST are recommended for the study of well de�ned sinusoidal modes.

Keywords: Solar wind, Solar wind discontinuities, Solar wind turbulence, Analysis
methods and tools
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1. Introduction

This thesis studies the microstructure of the solar wind, in particular solar wind
discontinuities, solar wind turbulence and related methods and analysis tools. We
concentrate here on a small number of speci�c topics, among which we can men-
tion: estimating the propagation time of solar wind discontinuities; using wavelet
denoising techniques to increase the accuracy of time delay estimation; the char-
acterization of solar wind turbulence at 0.72 AU at solar minimum; and the e�ect
of data gaps on di�erent spectral analysis methods. We also discuss the various
classi�cation schemes of discontinuities within the magnetohydrodynamic theory
and present the main theories and observations on solar wind turbulence. One
chapter presents the analysis methods and tools used in our studies.

Solar wind discontinuities, i.e., rapid changes in the interplanetary magnetic
�eld and/or plasma parameters, are a major part of the micro-scale �uctuations
observed in the solar wind. The nature and origin of these discontinuities has im-
portant implications on the microstructure of the solar wind. Low energy cosmic
ray particles, for example, follow closely the topology of the interplanetary mag-
netic �eld and are guided along the �eld lines. Thus, rotational discontinuities,
which resemble �kinks� in the magnetic �eld, can be important scattering centers
for low energy cosmic rays. If, on the other hand, most solar wind discontinuities
are tangential discontinuities, i.e., surfaces that separate plasma regions that are
not magnetically connected, such scattering will not occur.

Our studies are also motivated by the connection between solar wind disconti-
nuities and disturbances in the Earth's magnetosphere, such as aurora, magneto-
spheric storms and substorms. Southward turnings of the IMF lead to enhanced
reconnection with the geomagnetic �eld, thus allowing the transfer of energy and
momentum from the solar wind into the magnetosphere, and setting up a large
scale circulation of plasma in the magnetosphere [Dungey , 1961]. It has also been
argued that northward turnings of the IMF can act as trigger for magnetospheric
substorm onsets (see, e.g., Lyons et al., 2003). The interaction of solar wind dis-
continuities with the Earth's bow shock is also known to generate turbulence and
structures, e.g. pressure pulses, SLAMS (short, large-amplitude magnetic struc-
tures), HFAs (hot �ow anomalies), etc., within the magnetosheath (see, e.g., Archer
et al. [2012]). For these studies is also important to understand discontinuities in
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the solar wind and their propagation properties.
Turbulence and discontinuities in the solar wind have a well established connec-

tion. Siscoe et al. [1968] studied the contribution of discontinuities to the power
spectrum of interplanetary magnetic �eld measurements made by Mariner 4. By
using a simpli�ed model, with a zero mean signal that maintains a constant value
for varying periods of time and jumps discontinuously from one constant value to
another at times having a Poisson distribution, Siscoe et al. [1968] showed that
discontinuities might make a substantial contribution to the power spectrum at
frequencies in the range of 10−5 Hz to 10−3 Hz and possibly even higher. This
range partially overlaps with the range of frequencies usually associated with the
inertial range of solar wind turbulence of 10−4 Hz to 10−1 Hz (see, e.g., Paper IV).
Discontinuities may also be the walls of fossil �ux tubes [Burlaga, 1968; Burlaga,
1969; Borovsky , 2008], in which case they need to be removed from the analysis
since they are not part of turbulence. On the other hand, there are also studies
showing how turbulence can generate small-scale discontinuities. These structures
belong to the turbulent �eld, and have to be studied within the context of inter-
mittent turbulence theories (e.g., Matthaeus et al. [2015]).These results motivated
our studies on solar wind turbulence.

Spectral analysis is the most widely used tool in turbulence studies. The most
important theories on turbulence make predictions about the slope of the power
spectral density as a function of frequency in certain frequency ranges. A major
drawback with spectral analysis based on the Fast Fourier Transform (FFT) is
that it requires a uniform sampling and accepts no data gaps. The usual case with
satellite measurements is that, due to instrument malfunction or measurement er-
ror, most datasets contain data gaps. In order to understand the e�ect of data
gaps we tested some well known methods of computing the amplitude spectrum
of time series with various gap con�gurations. Paper V presents the results of our
study, which concludes that, in the presence of relatively small data gaps, FFT is
the most appropriate method to compute the spectral slope for a turbulent spec-
trum, while the Z-Transform and the Lomb Scargle algorithm are recommended
for the study of well de�ned sinusoidal modes.

The thesis is organized as follows: Chapter 2 presents the global structure
of the solar wind and the major large-scale perturbations, Chapter 3 discusses
the satellite missions used in our studies, Chapters 4 and 5 discuss solar wind
discontinuities and turbulence, respectively, Chapter 6 gives details about the main
analysis methods and tools used in our studies, and Chapter 7 summarizes the
thesis.



2. The structure of the solar wind

The solar wind is a stream of fully ionized plasma released from the upper atmo-
sphere (corona) of the Sun. It consists mostly of electrons and protons. Due to the
high conductivity of the solar wind plasma, the magnetic �eld of the solar corona
is �frozen� in the plasma and carried out into the entire heliosphere, forming the
Interplanetary Magnetic Field (IMF). This �frozen-in� condition implies that the
dynamics of the IMF follows closely the plasma dynamics, thus enabling us to
describe, at least partly, the plasma dynamics by looking only at magnetic �eld
measurements, which often have higher time resolution, better data coverage and
higher overall quality.

In this Chapter we introduce some basic notions and parameters relevant for
the description of the solar wind. The Chapter is divided into 3 Sections: 2.1
Global structure, 2.2 Perturbations and 2.3 Average parameters at 1AU. Section
2.1 introduces the concept of solar wind and describes its global structure; Section
2.2 describes the main disturbances and Section 2.3 gives the typical values of solar
wind parameters at 1AU .

2.1. Global structure

On a global scale, but not very far from the sun, the IMF can roughly be thought
of being produced by a giant bar magnet whose polarity reverses every 11 years.
This yields opposite average �elds near the solar poles at the minimum of the cycle,
when the solar magnetic dipole is roughly aligned with the Sun's rotation axis.
This dipolar �eld gradually weakens and reverses its direction near the maximum
of the cycle, when the large-scale �eld is no longer dipole-like and has a complex
multipolar structure.

Figure 2.1 shows the solar wind speed for the three polar orbits of the Ulysses
spacecraft. The left panel shows the �rst orbit, which took place around the solar
minimum of cycle 22 (1996), the middle panel shows the second orbit, near the
solar maximum of cycle 23 (2000) and the third panel shows the third orbit, around
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Fig. 2.1. Polar plots of the solar wind speed for the three polar orbits of the Ulysses
spacecraft. In each panel, the earliest times are on the left and progress around coun-
terclockwise. The colors indicate the magnetic polarity: red for positive (outward) IMF
and blue for negative (inward) IMF. In panels a-c, the solar wind speed is plotted over
characteristic solar images for solar minimum for cycle 22 (17-08-1996), solar maximum
for cycle 23 (07-12-2000), and solar minimum for cycle 23 (28-03-2006). From the center
out, blended images from the Solar and Heliospheric Observatory (SOHO) Extreme Ul-
traviolet Imaging Telescope (Fe XII at 1950 nm), the Mauna Loa K coronameter (700-950
nm), and the SOHO C2 white light coronagraph [McComas et al., 2008].

the solar minimum of cycle 23 (2006). The polar plots of the solar wind speed are
superposed on characteristic solar images typical for these periods of solar activity.

Near solar minimum of cycle 22 (panel a) in Fig. 2.1) we observe bright com-
plex structures at low and mid latitudes, with bright streamers extending radially
above them forming the so called streamer belt, whereas the polar regions appear
uniformly darker. The solar wind speed also re�ects this simple pattern: the speed
is nearly constant at all latitudes except in a narrow band of ±20 degrees around
the equator. The pattern is also shared by the other properties, like the sign of
the radial component of the magnetic �eld, also shown in Fig. 2.1, which remains
rather constant within each hemisphere, being positive (outward) in the north and
negative (inward) in the south.

Near solar maximum, middle panel of Fig. 2.1, we see a complex structure,
typical of solar maximum, with bright streamers extending radially all around the
Sun. The solar wind structure re�ects this complexity, with alternating fast and
slow streams observed at all latitudes. A complex structure is also seen in the IMF
polarity, which �uctuates between positive and negative at all latitudes.

For the solar minimum of cycle 23 (panel c) in Fig. 2.1) we observe a pattern
similar to the one for the previous solar minimum (depicted in panel a), except
for the reversed IMF polarity. Also, the streamer belt extends to somewhat higher
latitudes in this case.

Because the magnetic polarity is opposite on the two sides of the streamer belt,
it must include a current which separates the two magnetic hemispheres. This
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is called the Heliospheric Current Sheet (HCS), and it represents the extension
of solar magnetic equator into the heliosphere. During the declining phase, there
are large coronal holes, which extend down to the equator, warping the streamer
belt and the HCS along the solar longitude. As the Sun rotates the HCS makes
a nicely alternating structure, which reminds (and is called) the ballerina skirt.
Because of the HCS warping, the high-speed streams above or below the HCS can
be observed even at the low latitudes of the ecliptic plane.

To summarize, the solar wind observed at 1AU often has a bimodal structure,
especially in the late declining to minimum phase of the solar cycle, when it consists
of streams of fast solar wind (∼ 700−800 km/s), and of slow solar wind (∼ 300−400
km/s) (see, e.g., Meyer-Vernet , 2007).

2.2. Perturbations

Due to the wide variety of scales on which the �uctuations take place in the solar
wind, it is useful to de�ne certain ranges. When studying the characteristics of
solar wind discontinuties on di�erent scales, Burlaga [1969] introduced four useful
time ranges: macro-scale (> 4 days), meso-scale (1 hour - 4 days), micro-scale
(36 sec - 1 hour) and kinetic-scale (< 36 sec). Below we introduce the various
phenomena and structures belonging to these time ranges.

On an average, particles move radially away from the Sun. Therefore, the
stream lines connecting particles emerging from the same source region on the
rotating Sun are curved like an Archimedean spiral. The curvature of the spiral is
determined both by the �ow speed and the distance from the Sun. The average
angle between the stream lines and the radial direction to the Sun at 1 AU is
about 45◦ [Meyer-Vernet , 2007]. The spiral structure of the IMF is a macro-
scale characteristic of the solar wind. Other examples of macro-scale heliospheric
structures are the Corotating Interaction Regions (CIRs), which are regions where
a fast solar wind stream interacts with a slow stream, and Coronal Mass Ejections
(CMEs). The latter are massive plasma clouds explosively released from the solar
corona into the solar wind. Another example of macro-scale features of the solar
wind are the sector boundaries, i.e., regions where the polarity of the magnetic
�eld changes. These macro-scale phenomena are represented schematically in Fig.
2.2.

An early suggestion for a meso-scale structure of the solar wind is that it consists
of a collection of intertwined and twisted �laments, regions with di�erent plasma
and �eld properties, separated by tangential discontinuities [McCracken and Ness,
1966]. Further observations revealed that such an ensemble of �lamentary tubes
with distinct boundaries enclosing well-ordered magnetic �eld lines is very di�cult
to identify. Therefore Burlaga [1969] suggested thinking of the interplanetary
medium as discontinuous rather than �lamentary. In this model the solar wind is
structured by an ensemble of discontinuities rather than by pairs of discontinuities
as in the �lamentary model.

A considerable part of the micro - (and kinetic) scale consists of discontinuities.
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Fig. 2.2. The macro-scale phenomena of the solar wind [Prolss, 2004].

Alfvén waves across the inertial range of scales are also a micro-scale phenomena.
These structures, and also their connection with solar wind turbulence are the main
subject of this thesis, and will be discussed in detail in the following Chapters.

2.3. Average parameters at 1AU

Although the solar wind is a highly variable medium, one can estimate average
values for its most important parameters from in-situ measurements. Since the
solar wind is an expanding medium, we need to choose one heliocentric distance
as a reference, and a natural choice for this is the mean distance of the Earth from
the Sun, the astronomical unit (AU). Table 2.1 provides the values of several solar
wind parameters, at 1AU.
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Table 2.1. Typical values of solar wind parameters at 1 AU (adapted from Bruno
and Carbone [2013]).

Parameter Slow solar wind Fast solar wind Unit

Basic Properties
number density ∼ 15 ∼ 4 cm−3

bulk velocity ∼ 350 ∼ 600 km/s
proton temperature ∼ 0.5× 105 ∼ 2× 105 K
electron temperature ∼ 2× 105 ∼ 1× 105 K
magnetic �eld ∼ 6 ∼ 6 nT

Speeds
Alfvén ∼ 30 ∼ 60 km/s
ion sound ∼ 60 ∼ 60 km/s
proton thermal ∼ 35 ∼ 70 km/s
electron thermal ∼ 3000 ∼ 2000 km/s

Frequencies
proton cyclotron ∼ 0.1 ∼ 0.1 Hz
electron cyclotron ∼ 2× 102 ∼ 2× 102 Hz
plasma ∼ 2× 105 ∼ 1× 105 Hz

Lengths
Debye ∼ 4 ∼ 15 m
proton gyroradius ∼ 130 ∼ 260 km
electron gyroradius ∼ 2 ∼ 1.3 km



3. Satellite missions

The solar wind has been studied extensively since the beginning of the space age
in the late nineteen-�fties, when the �rst interplanetary missions observed the
solar wind in-situ. Several very successful missions were devoted to solar wind
investigation only. The Helios 1 and Helios 2 missions, launched in 1974 and
1976, respectively, revealed the radial structure of the solar wind between 0.3 and
1 AU. The Ulysses deep-space mission, a joint European Space Agency (ESA)
and National Aeronautics and Space Administration (NASA) mission, launched
in October 1990, was the �rst to reveal the structure of the solar wind outside
the ecliptic. NASA's Wind spacecraft launched in November 1994 made unique
observations of the solar wind at 1 AU. NASA's Advanced Composition Explorer
(ACE) spacecraft, originally thought of as a solar wind monitor for space weather,
provides valuable continuous particle and �eld data for more than two decades.
Magnetospheric and planetary missions with highly elongated orbits also sweep
the solar wind at various radial distances (e.g. Cluster, Venus Express, Cassini).

In this Chapter we introduce the satellite missions used in our studies. The
Chapter is divided into 3 Sections: 3.1 Advanced Composition Explorer, 3.2 Clus-
ter spacecraft and 3.3 Venus Express. Each Section contains a �fact sheet� that
gives details on the launch date, mission end, mission phase and orbit. We also
discuss the scienti�c objectives and instrument payloads of these missions.

3.1. Advanced Composition Explorer

The ACE mission [Stone et al., 1998] was launched by NASA in August 1997. The
spacecraft carries six high-resolution sensors and three monitoring instruments
to sample low-energy particles of solar origin and high-energy galactic particles.
ACE is a spinning spacecraft, rotating at 5 rpm, with the spin axis generally
pointed along the Earth-Sun line and most of the scienti�c instruments on the top
(sunward) deck. Details on the ACE mission are presented in Table 3.1.

ACE orbits the L1 libration point, which is a point of Sun-Earth gravitational
equilibrium about 1.5 million km from Earth toward the Sun. From this loca-
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Table 3.1. ACE fact sheet [ACE , 2015].

Launch date 25 August 1997
Mission end the spacecraft has enough propellant on board to maintain an

orbit at L1 until ∼ 2024
Mission phase operational
Orbit orbit maneuvers keep the spacecraft bound to L1 (∼ 1.5 mil-

lion km from Earth)
Time spent in
the solar wind

full-time

tion, ACE has a prime view of the solar wind, interplanetary magnetic �eld and
higher energy particles accelerated by the Sun, as well as particles accelerated in
the heliosphere and the galactic regions beyond. ACE also provides near-real-time
continuous coverage of solar wind parameters and solar energetic particle intensi-
ties for space weather studies [SWPC , 2015]. ACE provides advanced warnings (at
the lead time of about one hour) of geomagnetic storms that can overload power
grids, disrupt communications on Earth, and present a hazard to satellites.

Papers I, II and III use IMF data obtained from the ACE Magnetic Field
Experiment (MAG) [Smith et al., 1998] at 16s time resolution and plasma data
from the ACE Solar Wind Electron Proton Alpha Monitor (SWEPAM) [McComas
et al., 1998] experiment at 64s resolution. The datasets were downloaded via the
Coordinate Data Analysis Web [CDAWeb, 2015]. Papers I and III use IMF data
to calculate the boundary normal to the planar solar wind discontinuities (see
Chapter 6, Section 6.1). The solar wind speed measured by SWEPAM, as well as
the exact position of the spacecraft, are also used in time delay calculations. Paper
II uses a sample of ACE IMF measurements to demonstrate the applicability of
wavelet denoising techniques in calculating the solar wind time delay (see Chapter
6, Section 6.2).

3.2. Cluster spacecraft

The Cluster mission [Escoubet et al., 2001] consists of four identical satellites �ying
occasionally in a tetrahedral con�guration, with separation distances between the
spacecraft varying between 600 km and 20 000 km, depending on the main scienti�c
objective of a particular magnetospheric region. The main scope of the Cluster
mission is to study the magnetospheric dynamics and the interaction with the solar
wind using multi-point measurements that allow, for the �rst time, to disentangle
the spatial and temporal variations. Details on the Cluster mission are presented
in Table 3.2.

Cluster was planned together with SOHO, which monitors the Sun, and with
ACE, which monitors the solar wind.
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Table 3.2. Cluster fact sheet [Cluster , 2015].

Launch date 16-Jul-2000 12:39 UT and 09-Aug-2000 11:13 UT
Mission end 31 December 2018 (subject to a mid-term review in 2016)
Mission phase operational
Orbit elliptical polar orbit with a period of 57 hours, perigee at 19

000 km and apogee at 119 000 km
Time spent in
the solar wind

a few hours per orbit, around the apogee, only during January
to April every year

Each of the four spacecraft carries a nearly identical set of 11 instruments to
investigate charged particles as well as electrical and magnetic �elds and waves.
For our purposes, we mainly used data from the Fluxgate Magnetometer (FGM)
experiment [Balogh et al., 2001], and from the Cluster Ion Spectrometry (CIS)
experiment [Rème et al., 2001].

Papers I and III use the o�cial FGM prime parameter data with 4s time reso-
lution provided by the Cluster Science Data System (CSDS). Most of the Cluster
magnetic �eld measurements were taken from Cluster 3 (C3) spacecraft, and were
used to compute, e.g., the time delay between the upstream solar wind monitor
ACE and C3. Also, the exact position of C3 was used in the time delay calcula-
tions (see Chapter 6, Section 6.1). Cluster is primarily a magnetospheric mission,
so the spacecraft enters the upstream solar wind only around the apogee, when
the apogee is close to the solar direction, which takes place in the months January
to April every year. Data from the CIS experiment were inspected to verify that
C3 was indeed located in the solar wind.

3.3. Venus Express

Venus Express (VEX) [Titov et al., 2001] is the �rst mission of ESA to the Earth's
nearest planetary neighbor, the planet Venus. The science objectives of VEX are
to study the atmosphere, the plasma environment, and the surface of the planet
in great detail. Details on the VEX mission are presented in Table 3.3.

VEX arrived at Venus on 11 April 2006. Until the end of its main scienti�c
mission, in May 2014, the spacecraft had a 24-hour elliptical, quasi-polar orbit,
with a perigee of 250 kilometers, and an apogee of 66 000 kilometers. In May-
July 2014, the spacecraft perigee was lowered to 129.2 km. At this altitude the
atmospheric drag on the spacecraft reduced the orbital period to 22 hours 20
minutes.

Paper IV uses magnetic �eld data provided by the VEX-MAG magnetic �eld ex-
periment [Zhang et al., 2006] with a time resolution of 1s to compute and compare
the power spectral densities of Bx, By and Bz for various solar wind conditions.
The state of plasma (electron and ion spectra and their moments, e.g., density,
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Table 3.3. VEX fact sheet [VEX , 2015].

Launch date 9 November 2005 03:33 UT
Mission end 31 December 2015
Mission phase operational
Orbit until May 2014, a 24-hour elliptical, quasi-polar orbit, with

perigee at 250 km and apogee at 66 000 km. In May-July
2014 the perigee was lowered to 129.2 km, reducing the orbital
period to 22 hours 20 minutes.

Time spent in
the solar wind

20 to 22 hours per day; the plasma instrument, however, is
switched on for maximum 1.5 hours close to the apogee

temperature, velocity) is investigated using the Analyzer of Space Plasmas and
Energetic Atoms (ASPERA) [Barabash et al., 2006]. The ion and electron spectra
and their moments are provided with a time resolution of 196s, which is insu�cient
for a micro-scale analysis of the solar wind plasma parameters, but it does provide
the data needed to discriminate between fast and slow solar wind.



4. Solar wind discontinuities

With an average occurrence rate of one or two per hour, discontinuities, i.e. abrupt
changes in the IMF direction or magnitude and/or plasma parameters like velocity,
density or temperature, are abundant micro-scale structures in the solar wind
[Burlaga, 1969; Tsurutani and Smith, 1979].

In this Chapter we introduce discontinuities in the framework of magnetohydro-
dynamics (MHD) and present a brief overview of the main observational results on
solar wind discontinuities. The Chapter is divided into 2 Sections: 4.1 Description
and 4.2 Observations.

4.1. Description

An observer crossing through a discontinuity in the solar wind can experience
rapid changes in the �eld and plasma parameters. MHD allows only certain well-
de�ned changes from one side to the other that are controlled by the so called
jump conditions. The �rst theoretical derivation of the jump conditions in a ther-
mal isotropic plasma was given by Landau and Lifshitz [1960]. The theory for
anisotropic plasma [Hudson, 1970; Neubauer , 1970] was developed later, mainly in
response to the �rst solar wind measurements.

Two general classes of MHD discontinuities can be distinguished: stationary
discontinuities, that do not propagate with respect to the ambient plasma, and
propagating discontinuities. Stationary discontinuities include the contact discon-
tinuity (CD) and the tangential discontinuity (TD). Propagating discontinuities
are the fast and slow shocks and the rotational discontinuity (RD).

CDs have a non-zero normal component of the magnetic �eld, but no mass �ux
through the surface. They are boundaries between two media at rest, which may
have di�erent densities and temperatures [Landau and Lifshitz , 1960]. Due to the
rapid di�usion along the �eld lines it is expected that CDs would rapidly broaden
into smooth transitions [Knetter , 2005].

The most frequent discontinuities at the micro-scale level in the solar wind, are
abrupt changes of the direction of the magnetic �eld [Burlaga, 1969]. Changes
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in the �eld direction, called directional discontinuties (DDs), are predominantly
expected for TDs and RDs. Therefore, the relatively rare fast and slow MHD
shocks, will not be considered here.

TDs and RDs are pressure balanced structures (PBSs) [Burlaga, 1971; Burlaga
et al., 1990; Burlaga, 1995]. PBSs are structures across which the total pressure
(kinetic plus magnetic) is constant. Since the initial observations by Burlaga
[1968], PBSs have been observed throughout the heliosphere [Burlaga et al., 1990].

Tangential discontinuities are stationary with respect to the ambient plasma.
One way to distinguish a TD from any other PBS or DD, is to show that they
are stationary, i.e., there is no component of the velocity, normal to the surface.
Another important characteristic of TDs, distinguishing them from RDs, is that
the normal component of the magnetic �eld along the boundary normal is zero.
Since Bn = 0, the two sides of the discontinuity are not magnetically connected:
a TD separates two completely distinct plasmas, which, for instance, may have
di�erent chemical composition. All other changes from one side to the other are
arbitrary, for example, we can have TDs with or without velocity shears� with or
without temperature or density jumps, etc. Any combination of values for density
and temperature is allowed across a TD, provided that total pressure remains
constant.

Rotational discontinuities are PBSs and/or DDs that propagate with respect to
the ambient plasma, and have a non-zero magnetic �eld normal component. In the
absence of a temperature anisotropy, the magnetic �eld magnitude, and plasma
density and temperature are all constant across an RD. For RDs, also referred to
as Alfvén shocks, the �ow is Alfvénic on both sides of the discontinuity, so RDs
propagate along the normal to the surface of the discontinuity at the Alfvén speed
corresponding to the normal component of the magnetic �eld (VAn = ±Bn/

√
µ0ρ),

essentially like a kink in the magnetic �eld [Burlaga, 1971; Burlaga, 1995].
The most important characteristics of TDs and RDs are summarized in Table

4.1.

Table 4.1. Summary of the main properties of TDs and RDs (adapted from Tsu-
rutani and Ho [1999]).

Property Tangential Discontinuities Rotational Discontinuities
propagation velocity = 0 ≈ VAn
mass �ux (ρVn) = 0 6= 0
Bn = 0 6= 0
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4.2. Observations

The existence of numerous discontinuities in the interplanetary magnetic �eld was
�rst established experimentally by Ness et al. [1966]. Early studies on DDs found
that the magnitude of the magnetic �eld and the density tend not to change
across a DD [Siscoe et al., 1968; Burlaga, 1969; Burlaga, 1971; Solodyna et al.,
1977]. Burlaga [1969] showed that the distribution of the time intervals between
successive DDs follows an exponential decrease. This means that DDs tend to
occur in clusters rather than being equally spaced in time.

An important question is whether DDs are produced near the Sun and then
convected to larger heliocentric distances, or whether they are produced at all
distances. In order to answer this question, the occurrence rate of DDs as a
function of radial distance from the Sun has been determined [Burlaga, 1971;
Tsurutani and Smith, 1979; Lepping and Behannon, 1986]. All of these studies
reveal a decrease of DD occurrence rate with increasing heliospheric distance. This
implies that DDs are generated close to the Sun and disintegrate at larger distances.
However, it can also imply that the ratio of generation rate to disintegration rate
becomes smaller as we increase the heliocentric distance, or that the discontinuities
change size in some manner such that the used identi�cation criteria bias the result
[Lepping and Behannon, 1986].

The relative abundance of RDs and TDs in the solar wind has also been con-
troversially discussed. Siscoe et al. [1968] �nd that for 80% of discontinuities the
rotation of the magnetic �eld vector takes place in a plane, which is equivalent
to the condition Bn = 0, thus concluding that these structures are TDs. Burlaga
[1971] comes to a similar conclusion: less than 25% of DDs are RDs, and the
majority of DDs are thus TDs. Studies that use both the normal magnetic �eld
component and the change in �eld magnitude across the discontinuity usually �nd
a predominance of RDs [Smith, 1973; Lepping and Behannon, 1980]. Neugebauer
et al. [1984] estimate that the number of RDs is higher by a factor of 5 to 9 than
the number of TDs.

Di�erent solar wind conditions may be the reason to the discrepancy regarding
the relative abundance of RDs and TDs. A detailed study on the dependence of
occurrence of RDs and TDs on solar wind type is presented in Neugebauer and
Alexander [1991]. They found that the highest frequency of occurrence of RDs is
found in fast streams originating from coronal holes on the Sun. In contrast, a
high rate of TDs is found in solar wind streams originating in the active regions
of the Sun.

We point out that the results presented above are solely based on single-spacecraft
techniques. There have also been studies utilizing the relative timing between mul-
tiple spacecraft to determine the normals [Burlaga and Ness, 1969; Horbury et al.,
2001a; Knetter et al., 2004; Knetter , 2005]. Horbury et al. [2001a] �nds that the
relative timing method yields an abundance of TDs over RDs. Note, however,
that most of the above mentioned results about the relative abundance of RDs
and TDs have recently been seriously questioned by �ndings about the unrelia-
bility of the minimum-variance technique used in these �ndings [Horbury et al.,
2001a, b; Knetter et al., 2004; Knetter , 2005].
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The recent study by Borovsky [2008] and the review article by Bruno and Car-
bone [2013] revive the early �lamentary model described by McCracken and Ness
[1966] (see also Chapter 2, Section 2.2). Borovsky [2008] argues that the inner
heliosphere is �lled with a network of entangled magnetic �ux tubes, which are
structures originating at the solar surface, and that this tube texture impacts the
�ow properties and turbulence in the solar wind. Bruno and Carbone [2013] de-
vote an entire Chapter to micro-scale turbulent structures in the solar wind. These
turbulent, or coherent structures, which are localized zones of �uid where phase
correlation exists [Farge, 1992], dominate the statistics of small scales. According
to this idea, solar wind turbulence is made by a mixture of structures convected
by the wind, most of which are very di�cult or even impossible to classify within
the framework of MHD discontinuities, and stochastic �uctuations.

These ideas motivated us to go beyond the simple MHD classi�cation of discon-
tinuities and study the statistical properties of coherent structures as part of solar
wind turbulence (see, e.g., Matthaeus et al. [2015]). The next Chapter is dedicated
to solar wind turbulence.



5. Solar wind turbulence

In this Chapter we present some basic equations used to describe the �ow of
charged �uids, and the phenomenological aspects of fully developed turbulence.
Section 5.1 introduces the concept of turbulence and its basic phenomenological
aspects from the Navier-Stokes equation and Reynolds number to Richardson cas-
cade, Kolmogorov and Iroshnikov-Kraichnan spectra and �nally to the critically
balanced theory of Goldreich and Sridhar [1995]. Section 5.2 shows examples of
observational evidence for turbulence in the solar wind, starting with the �rst pa-
per by Coleman [1968], and more recently by Podesta et al. [2007] and Horbury
et al. [2008].

5.1. Equations and phenomenology

The word turbulence used in the everyday experience indicates something which
is not regular (coming from the Latin word turba, meaning something confusing
or something which does not follow an ordered plan).

The solar wind is a supersonic and super-Alfvénic plasma stream which exhibits
turbulent features. It is often said that the solar wind is a cosmic turbulence
laboratory [Bruno and Carbone, 2013]. The �eet of spacecraft launched during
the last decades o�er the chance to investigate in-situ the structure of solar wind
turbulence over long time intervals.

Fluid turbulence has a very special character: it is disordered, but it is not
entirely chaotic and unpredictable; namely, small scale stochastic �uctuations and
large scale macroscopic structure can coexist within the same turbulent stream
[Meyer-Vernet , 2007].

Turbulence became an experimental science in the 19th century, when Osborne
Reynolds was the �rst to observe and investigate the transition from laminar to
turbulent �ow. He noticed that the �ow becomes turbulent whenever a single
parameter, a certain combination of a characteristic velocity U , a characteristic
length L, and the kinematic viscosity ν = η/ρ (with η being the viscosity coe�cient
and ρ, the mass density), would increase. This is now called the Reynolds number:
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R = UL/ν. At lower values, say R ≤ 2000, the �ow is laminar, but when R
increases beyond a certain threshold of the order of R ≈ 4000, the �ow becomes
turbulent [Bruno and Carbone, 2013].

Considering an incompressible (constant ρ) neutral �uid, we can write the equa-
tion describing the dynamics of the �ow, the so called Navier-Stokes (NS) equation,
as follows:

∂u

∂t
+ (u · ∇)u = −∇p

ρ
+ ν∇2u (5.1)

where u(r, t) is the velocity �eld and p is the kinetic pressure.
Using the velocity U and the length scale L to de�ne dimensionless coordinates

r = r′L (from which ∇ = ∇′/L) and t = t′(L/U), and dimensionless variables
u = u′U and p = p′U2ρ, we obtain:

∂u′

∂t′
+ (u′ · ∇′)u′ = −∇′p′ +R−1∇′2u′ (5.2)

The Reynolds number R is evidently the only parameter of the �uid �ow. Equa-
tion 5.2 shows that the Reynolds number represents a measure of the relative
strength between the non-linear convective term (u′ · ∇′)u′ and the viscous term
∇2u. The higher R is, the smaller the viscous term is and the more important the
non-linear term is in the dynamics of the �ow.

The phenomenological description of turbulence is mainly based on the paradigm
of an energy cascade that transports energy from larger to smaller scales by col-
lections of eddies (�whirls�) at all scales: �Big whirls have little whirls that feed on
their velocity, and little whirls have lesser whirls and so on to viscosity� [Richard-
son, 1922].

Energy injected at some large scale L, is transferred through non-linear inter-
actions to the small (dissipation) scale lD (Fig. 5.1). In a stationary situation,
the energy injection rate must be balanced by the energy dissipation rate and
also by the energy transfer rate ε measured at any scale l within the intermediate
range lD � l � L (the so-called inertial range, in which inertia dominates over
viscosity). If viscosity can be neglected, the only relevant physical parameter for
an eddy is the energy transfer rate ε that cascades through the system per unit
time per unit mass. The energy per unit mass ∼ u2l is transferred during a time
∼ l/ul, so that the energy rate is ε ∼ u2l /(l/ul). Hence, the velocity �uctuation at
scale l varies as:

ul ∼ (lε)1/3 ∝ l1/3 (5.3)

where we have dropped ε out of the parenthesis since it does not depend on the
size l in the absence of viscous dissipation (i.e. for lD � l� L).

This is the classical law of Kolmogorov: the velocity �uctuation varies with the
scale as l1/3 - a universal scaling for turbulent �ows. By the same argument, the
moments of order n of the velocity di�erences ul at scale l (de�ning the so-called
structure functions) obey the relation

〈unl 〉 ∼ ln/3 (5.4)
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Fig. 5.1. Richardson's picture for energy cascade: the �Richardson cascade� (left) and
the corresponding wave number spectrum of the turbulent energy (right) [Meyer-Vernet ,
2007].

One can also estimate how the energy �uctuations at a given location are dis-
tributed over spatial scales. This is generally plotted as the spectral density of the
energy �uctuations as a function of wave number: Wk(k). Since the energy in the
�uctuations at scale l varies as

〈
u2l
〉
∼ l2/3 (Eq. 5.4), the �uctuation energy per

unit wave vector (in one direction) k ∼ l−1 varies as l2/3 × l ∝ l5/3, i.e. as k−5/3.
Hence the spectrum of the �uctuation energy varies as

Wk ∝ k−5/3 forL−1 � k � l−1D (5.5)

This type of scaling for the inertial range is often referred to as the Kolmogorov
K41 spectrum (see also Fig. 5.1), and is considered one of the main results of the
phenomenology of turbulence [Frisch, 1995].

In order to apply these concepts to solar wind turbulence, which is a magnetized
plasma �ow, we �rst need to understand the e�ect of the magnetic �eld. The
magnetic �eld introduces an anisotropy and additional forces, so that the turbulent
�eddies� could be considered MHD waves (more precisely Alfvén waves since other
waves are in general damped). We can picture the �uid eddies, whose interaction
produces the energy cascade, as Alfvén waves moving at opposite Alfvén speeds
VA. In this case, they interact only during the time taken by an Alfvén wave to
travel their size, i.e. tA ∝ l/VA. The energy cascading through an eddy of size
l during this time is ∆El ∝ u2l /(l/ul) × l/VA ∝ u3l /VA. The energy u2l (per unit
mass) exchanged with a number N of such interactions is (assuming a random walk
process) u2l ∝

√
N∆El, whence N ∼ (VA/ul)

2. Since N interactions of duration
tA require the time NtA, the energy cascading per unit time is ε ∝ u2l /(NtA) ∝
u4l /(lVA). We can thus estimate that velocity �uctuations at scale l vary as:

ul ∼ (εVAl)
1/4 ∝ l1/4 (5.6)

Since the energy in the �uctuations at scale l varies as
〈
u2l
〉
∼ l1/2, the �uctu-

ation energy per unit wave vector varies as l1/2 × l ∝ l3/2, i.e. as k−3/2. Thus the
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spectrum of the �uctuation energy for the magnetized case is:

Wk ∼ k−3/2 (5.7)

The phenomenology for the magnetic �eld dominated case discussed above, has
been developed by Iroshnikov [1964] and Kraichnan [1965] and it is now referred
to as the IK model [Bruno and Carbone, 2013].

Goldreich and Sridhar [1995] describe a critically balanced case, referred to as
the GS model, where the linear Alfvén time scale or wave period is balanced by
the non-linear time scale needed to transfer energy to smaller scales. In these
conditions, it can be shown that the power spectrum would scale as Wk ∼ k−5/3

when the angle θB between the mean �eld direction and the �ow direction is 90◦,
while the scaling would be Wk ∼ k−2 in case θB = 0◦, whence the spectrum would
also have a smaller energy content than in the perpendicular case.

5.2. Observations of MHD turbulence

The �rst evidence for turbulent �uctuations in solar wind was found by Coleman
[1968] who, using Mariner 2 observations, investigated the statistics of interplane-
tary magnetic �eld �uctuations during August 27 - October 31, 1962. By analyzing
spectral densities, he concluded that the solar wind �ow is often turbulent, the en-
ergy being distributed over a very wide frequency range, from one cycle per solar
rotation up to 0.1 Hz. The frequency spectrum, in a range of intermediate fre-
quencies (2× 10−5 − 2.3× 10−3), was found to behave roughly as f−1.2, i.e., less
steeply than predicted by the IK model.

Recently Podesta et al. [2007] revisited the problem of the spectral exponents
of magnetic energy spectra in the solar wind. They chose several time intervals
between 1995 and 2003 lasting 2 to 3 solar rotations during which WIND spacecraft
recorded the solar wind velocity and the magnetic �eld. Figure 5.2 shows the
results obtained for a time interval from November 2000 to February 2001. Quite
unexpectedly, these authors found that the power law exponent of magnetic �eld
�uctuations often has a value near 5/3. These results are opposite to the IK model,
but agree with the GS model for the perpendicular case.

Horbury et al. [2008] studied the anisotropy of the energy spectrum in MHD
turbulence taking the magnetic �eld orientation into account in order to further
test the validity of the GS model. They used 30 days of Ulysses magnetic �eld
observations (days 100-130 in 1995) with a time resolution of 1 second. At that
time, Ulysses was at 1.4 AU from the Sun and immersed in the steady high speed
solar wind coming from the Sun's northern polar coronal hole. They studied the
anisotropy of turbulence by measuring how the spectrum of magnetic �uctuations
in the spacecraft frame varies with θB , and showed that for angles larger than
about 45◦ the spectral index �uctuates around -5/3, while for smaller angles it
approaches to a value of -2, in a good agreement with the GS model.

The solar wind is a magnetized compressible plasma �ow. In supersonic com-
pressible turbulence, the �uctuations tend to steepen into shock waves, where
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Fig. 5.2. Magnetic �eld energy spectrum obtained by Podesta et al. [2007] using 81 days
of Wind data from November 2000 to February 2001.

dissipation may occur in one jump, without having to go through an intermediary
cascade, as in the Kolmogorov scheme. The solar wind plasma is also collisionless,
so the dissipation is expected to be driven by waves and instabilities rather than
the ordinary viscosity. Recent studies argue that, due to the high complexity of
solar wind plasma, the mutual interaction and merging of coherent structures (e.g.
Alfvén solitons, resonances, pseudo-equilibrium structures, etc.) leads to turbu-
lence and may also play a crucial role in dissipating energy in the coarse grained
sense [Chang , 2015].

Recent e�orts for a systematic investigation of solar wind turbulence over the
last two solar cycles have been made within the STORM FP7 project [STORM ,
2015]. The project investigates how the features of turbulence vary with the so-
lar activity by analyzing in-situ satellite measurements. A package of advanced
nonlinear analysis methods are applied on selected data sets, including: power
spectral densities (PSD), probability distribution functions (PDF), the partition
function multifractal analysis (PFMA) and the rank ordered multifractal analysis
(ROMA). The computer programs are embedded in a graphical user interface, cre-
ating a user-friendly environment used to compute and visualize the results of the
di�erent analyses. Within STORM, the author is actively involved in the devel-
opment of the software library cumulating the programs developed to implement
the above mentioned analysis methods.



6. Analysis methods and tools

In this Chapter we present the main analysis methods and tools used in the original
publications. We also present a brief mathematical background. All the analysis
codes were developed within the MATLAB computing environment. For some
analyses we constructed dedicated graphical user interfaces (GUIs) in order to
streamline the analysis and to facilitate the cross-validation and reproducibility of
our results. The Chapter is divided into 3 Sections: 6.1 Discontinuity analysis, 6.2
Wavelet denoising and 6.3 Spectral analysis.

6.1. Discontinuity analysis

Papers I to III are dedicated to the analysis of solar wind discontinuities. In Paper
I we studied the propagation delay between ACE and Cluster 3 (C3) spacecraft
for more than 200 discontinuities. We compared the observed time delay with
the propagation time estimated by various single spacecraft methods, based on
estimating the surface boundary normal, using ACE magnetic �eld data. Paper II
proposes a new method of improving boundary normal estimation by using wavelet
denoising techniques to remove low-amplitude high-frequency �uctuations, which
are known to a�ect the boundary normal estimation accuracy. Paper III expanded
the database of discontinuities observed by both ACE and C3 to more than 400
events during 2001-2012 and studied the time delay and its accuracy obtained by
the same methods as those used in Paper I. In Paper III we also studied the e�ect
of wavelet denoising on the accuracy of these methods. In the following we will
brie�y describe the boundary normal estimation methods and present the analysis
tool developed to obtain the results of the various studies.

Solar wind discontinuities are often approximated by locally planar structures
tilted at an arbitrary angle with respect to the Sun-Earth line. The con�guration
of a solar wind discontinuity propagating from ACE to C3 is illustrated in Fig.
6.1. The tilt of the discontinuity with respect to the �ow direction, referred to
as θ angle, and the displacement of the two satellites from the Sun-Earth line
can have an important in�uence on the estimated time delay between the two
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Fig. 6.1. Illustration of the two principal methods to calculate the solar wind propagation
delay. (a) Flat delay: A planar structure is assumed to propagate with a constant velocity
along the Sun-Earth line. Both the solar wind monitor (ACE) and the target (typically
the Earth's upstream magnetopause) are assumed to lie on the Sun-Earth line. (b) The
real position of the solar wind monitor as well as the orientation of the IMF phase front,
represented by its boundary normal n, and the measured solar wind velocity vector, VSW

are taken into account. θ is the angle between the phase front normal and the solar wind
velocity.

satellites. Assuming that the propagation speed of the discontinuity is given by
the projection of the solar wind velocity vector VSW onto the boundary normal
direction n, and that the relative distance between the two observation points with
respect to the discontinuity is the observed distance D projected onto n, the time
delay dt between the two points is given by:

dt =
D · n

VSW · n
(6.1)

In Papers I and III we used three boundary normal estimation methods : Cross
Product (CP) [Colburn and Sonett , 1966], Minimum Variance Analysis of the
magnetic �eld (MVAB) and Constrained minimum variance analysis (MVAB0)
(see, e.g., Sonnerup and Scheible, 1998).

The CP method assumes that the discontinuity normal is given by the cross
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Fig. 6.2. Discontinuity Analysis Tool (DAT). The top plot shows the Vx component of
the solar wind speed measured by ACE. The middle and bottom plots show the three
components of the magnetic �eld (Bx -blue, By - red and Bz - yellow) measured by ACE
and by Cluster (C3). The magenta line spanning the three plots marks the time of the
discontinuity at the two satellites. The user interface controls seen in the right part of
the �gure are discussed in text.

product between the mean upstream magnetic �eld B1 and the mean downstream
magnetic �eld B2:

nCP =
B1 ×B2

|B1 ×B2|
. (6.2)

MVAB is the most frequently used method to obtain the orientation of a planar
magnetic �eld structure. One �rst computes the eigenvectors and eigenvalues of
the covariance matrix of magnetic �eld measurements, Mνµ:

Mνµ = 〈BµBν〉 − 〈Bµ〉〈Bν〉, (6.3)

where 〈...〉 denotes averaging over a certain time interval centered on the discon-
tinuity. The eigenvector corresponding to the smallest eigenvalue is considered an
estimator for the boundary normal nMVAB .

Assuming that most solar wind discontinuities have properties speci�c for tan-
gential discontinuities [Knetter , 2005], we can estimate the boundary normal using
the constrained minimum variance analysis (MVAB0), where the normal magnetic
�eld is zero by de�nition. In MVAB0, the covariance matrix Mνµ of Eq. 6.3 is
replaced by:

Q′ = PikMνµPnj , with: Pij = δij − bibj , (6.4)
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Fig. 6.3. Part of DAT: user interface panels for the Cross Product method. Top panel
shows the graphical representation of the results, and bottom panel shows the user in-
terface controls.

where δij = 1 for i = j and 0 otherwise (Kronecker delta), and b = 〈B〉/|〈B〉| is
the unit vector in the direction of the average magnetic �eld. The time interval
centered on the discontinuity and used to calculate the covariance matrix Q′ is a
free parameter in MVAB0.

In order to obtain the results presented in Paper III, we developed a dedicated
software tool, the Discontinuity Analysis Tool (DAT). The analysis methods de-
scribed above are embedded in a graphical user interface, which gives the user a
very �exible way of computing the results.

Figure 6.2 shows the main graphical user interface of DAT. The central part of
the interface shows the graphical representation of the results and the right part
contains the user interface controls. The top part is the discontinuity selection
part, where the user can choose one of the events in the database by setting
the value for the discontinuity number (dn), and easily visualize and navigate
through discontinuities with the �next� and �previous� buttons. The discontinuity
presented here corresponds to the event dn = 9, and was observed by ACE at
tACE = 03 : 19 : 10 UT and by C3 at tC3 = 04 : 24 : 15 UT on 22.02.2001. The
observed time delay (tobs = tC3−tACE) for this event is 65.1 min. The propagation



33

Fig. 6.4. Part of DAT: user interface panels for the Minimum Variance Analysis method.
Top panel shows the graphical representation of the results, and bottom panel shows the
user interface controls.

time estimated using the Flat Delay method (tFD), the mean solar wind velocity
and the mean distance between the two satellites are also given in the top right
part of Fig. 6.2. The �Zoom� button can be used to zoom-in or -out around the
discontinuity. The �Wavelet denoising� button can be used to remove noise from
the data using wavelet denoising (see Section 6.2 for details).

After this initial preprocessing part, one can test and compare the propagation
delay models presented above. Figures 6.3 and 6.4 show the graphical results and
the user interface panels for the CP and MVAB methods. CP analysis has two
parameters: tau1, the time interval in minutes, centered on the discontinuity, and
tau2, the time interval used to compute the mean magnetic �eld. For MVAB,
the only controlling parameter is tau3, and it is de�ned in a similar way to tau1.
MVAB0 (not shown), is implemented in DAT in a similar way to MAVB, with
the analyzed time interval being denoted as tau4. The buttons labeled �Opti-
mum method�, shown in the bottom panels of Figures 6.3 and 6.4, can be used
to compute the optimum time intervals for the two methods. In the case of the
CP method, for example, the parameters tau1 and tau2 are varied from 2 to 10
min, with a step size of 1/3 min (see also Fig. 3 of Paper III). The optimum set
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Fig. 6.5. Part of DAT: user interface panels used to visualize and save the distributions
of time delay accuracy.

of parameters is the one corresponding to the minimum value of the time delay
accuracy ∆tCP (tau1, tau2) = dtCP (tau1, tau2)−tobs, where dtCP is the time delay
estimated using the CP method. Similar determinations of the optimum method
parameters are also implemented for MVAB and MVAB0. A similar optimization
procedure can also be implemented to optimize the set of wavelet denoising pa-
rameters. Using the �Optimum denoise� buttons, shown in the bottom panels of
Figures 6.3 and 6.4, one can determine the set of wavelet denoising parameters
that minimizes the time delay accuracy ∆tCP (w, p) = dtCP (w, t) − tobs, where w
denotes the wavelet function and p, the threshold parameter (see Section 6.2 for
details).

DAT also contains a section dedicated to the analysis of time delay accuracy
∆tmet, where �met� denotes one of the three methods (CP, MVAB, or MVAB0),
for all discontinuities. Figure 6.5 shows the user interface panels dedicated to the
analysis of time delay accuracy. Using the dtFD button, one can compute the
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distribution of time delay accuracy obtained using the simple Flat Delay method
(also see Fig 6.1a). DAT can also compute the time delay accuracy distributions
for CP, MVAB and MVAB0 using various method or wavelet denoising parameters
(see the various buttons in the bottom panel of Fig. 6.5).

As a �nal remark, the Discontinuity Analysis Tool was instrumental not only in
obtaining the results, but also in guiding us towards the conclusions expressed in
Paper III. We �rst initiated the study with the hope of �nding a �xed set of wavelet
denoising parameters, for which the time delay accuracy would be signi�cantly
improved. DAT, with its �exible user interface, helped us in testing in a systematic
way the range of possible parameters. This lead us to conclude that using only
a �xed set of denoising parameters for all discontinuities in our database, does
not lead to an overall improvement of time delay accuracy. This result shows
that the internal structure of discontinuities, i.e., the small scale �uctuations, is
variable, which has an impact on time delay accuracy. By using an optimum set of
denoising parameters for each discontinuity, we determined that MVAB gives the
best estimates for time delay accuracy, predicting almost 90% of discontinuities to
within ±2 min of the observed time delay.

6.2. Wavelet denoising

Wavelet denoising is a powerful technique, bearing similarities with frequency �l-
tering. Instead of removing frequency components from the signal, wavelet denois-
ing removes certain wavelet coe�cients based on their amplitude.

In wavelet denoising, one �rst computes the continuous wavelet transform of a
time series f(t), using:

T (a, b) =

∫ ∞
−∞

f(t)ψa,b(t) dt, with ψa,b(t) = a−1/2ψ

(
t− b
a

)
(6.5)

where a is the scale parameter, b is the translation parameter, ψ is the wavelet
mother function and T (a, b) is the wavelet coe�cient matrix (see, e.g., Daubechies,
1992, for more details).

The next step is to remove a part of the wavelet coe�cients. This is motivated by
the fact that the large-amplitude low-frequency components of the time series and
the small-amplitude high-frequency ones (the �noise�) occupy di�erent amplitude
ranges in the coe�cient matrix T (a, b). We used hard thresholding in wavelet
denoising, in which all coe�cients below a certain amplitude level were set to zero.
The threshold amplitude level p was de�ned as a percentage of the total amplitude
range of the coe�cient matrix. The denoised coe�cient matrix is de�ned as:

T d(a, b) =

{
T (a, b) , if |T (a, b)| > (p/100) ·max(|T (a, b)|),
0 , if |T (a, b)| ≤ (p/100) ·max(|T (a, b)|). (6.6)

The �nal step is to perform the inverse wavelet transform:
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Fig. 6.6. Part of DAT: user interface panels used for wavelet denoising.

fd(t) = Cψ

∫
a

∫
b

a−2T d(a, b)ψa,b(t) da db, (6.7)

where Cψ is a constant depending only on the wavelet mother function ψ (see, e.g.
Torrence and Compo, 1998).

An important factor to be considered in wavelet analysis is the wavelet shape,
which should re�ect the type of features present in the time series. Paper III tested
three wavelet functions: Morlet, Paul and the Mexican Hat. Another important
free parameter in wavelet denoising is the threshold level p.

Figure 6.5 shows the user interface panels for the wavelet denoising implemented
in DAT. The wavelet function can be chosen by setting the value of w to 1 (for
Morlet), 2 (for the Mexican Hat), and 3 (for Paul). The threshold parameter,
denoted in DAT as t, can also be changed, or it can be set to zero in order to use
the original time series.

6.3. Spectral analysis

Spectral analysis is a widely used tool in many �elds of science, with ready-made
toolboxes in most modern packages of statistical analysis software. The Fast
Fourier Transform algorithm, which is extremely fast and reliable, is the most
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popular method to compute the Fourier Transform y(ω), which, for a given signal
x(t), is de�ned as:

y(ω) =

∫ +∞

−∞
x(t)e−iωtdt (6.8)

The simplest technique to estimate the power spectral density (PSD) is the
Periodogram, de�ned as the modulus squared of y(ω). Despite its simplicity, the
Periodogram su�ers from severe de�ciencies like, e.g., high variance and spectral
leakage. The abrupt behavior at the edges of the rectangular window used in com-
puting the Periodogram causes a leakage of energy from the dominant peaks to
other frequencies. This is addressed by using a windowing procedure to reduce the
e�ect of spectral leakage. The Periodogram computed using various window func-
tions is called a Modi�ed Periodogram. Variance of the Modi�ed Periodogram is
a major drawback, e.g., in estimating the spectral index, i.e., the power-law slope
of PSD as a function of frequency. One way of reducing this variance is to use
Welch's method of Averaged Modi�ed Periodograms [Welch, 1967]. The method
�rst divides the time series into a number of segments, computes the Modi�ed Pe-
riodogram for each segment, and then calculates the PSD as the ensemble average
of the Modi�ed Periodograms. The window function used to calculate the Modi-
�ed Periodogram, as well as the segment length and possibly an overlap between
adjacent segments are free parameters of the method, and can be used to increase
or decrease the variance of the PSD to match the needs of the speci�c applications.

Paper IV uses the Welch method to compute PSDs from Venus Express obser-
vations of magnetic �eld �uctuations during the deep minimum of solar cycle 23
(2007-2009). The Welch method parameters used are: a Hamming window func-
tion and a segment length of 2048 points with a 90% overlap between adjacent
segments.

The Fast Fourier transform requires a strictly uniform sampling and no data
gaps. Small data gaps can be �lled-in using a simple linear interpolation procedure,
but large gaps, or multiple data gaps distributed throughout the time series, can
have an important negative e�ect on the PSD. In Paper IV, for example, from
a total of 1094 orbits between January 2007 and December 2009, only 204 time
intervals satis�ed the data quality requirements (time intervals longer than 1 hour
and data gaps smaller than 30 consecutive points). This means that more than
80% of the dataset had to be discarded from the analyses, mostly due to large
data gaps.

In Paper V, we address the very common problems of data gaps and non-uniform
sampling. In addition to the FFT method described above, we also test three other
methods of estimating the amplitude spectrum: the Discrete Fourier Transform
(DFT), the Z-Transform (ZTR) and the Lomb-Scargle algorithm (LST).

The DFT and the ZTR methods are quite similar and they are both often
referred to as the Discrete Fourier Transform. DFT is a simple discretization of
the Fourier integral (Eq. 6.8), which we chose to do using the trapezoidal method:

y(ω) =

n∑
j=1

x(tj)e
−iωtj∆tj/2 (6.9)
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The Z transform is a generalization of the Fourier Transform for discrete series:

y(ω) =

n∑
j=1

x(tj)e
−iωtj (6.10)

The Lomb-Scargle method performs a least squares �t of the data using a super-
position of sinusoidal modes [Lomb, 1976; Scargle, 1982, 1989; Hocke and Kämpfer ,
2009].

Paper V applies these methods to two datasets: a synthetic dataset composed
of a simple superposition of four sinusoidal modes and magnetic �eld measure-
ments made by the Venus Express spacecraft in orbit around the planet Venus.
The datasets are altered by introducing various gap con�gurations, and then com-
paring the original spectrum (computed without gaps) with the spectrum of the
altered signals. The results show that the simple interpolation procedure often
used in practice, can have a signi�cant distorting e�ect on the resulting spectrum,
depending on the length and/or distribution of data gaps.



7. Summary

This thesis presents a study on solar wind microstructure. The term microstructure
used throughout the thesis, is de�ned as the range of time scales between 36
sec and 1 hour [Burlaga, 1969]. The main topics addressed are the solar wind
discontinuities, solar wind turbulence and related methods and analysis tools.

Paper I deals with the propagation delay of solar wind discontinuities. The
propagation delays between the ACE spacecraft orbiting the L1 libration point
and the Cluster C3 spacecraft near the Earth's magnetopause for almost 200 dis-
continuities during 2001-2007 are compared with the predicted times from four
propagation models. The models include the simple convection of solar wind dis-
turbances along the Sun-Earth line, the Flat Delay (FD) method, and three more
advanced models, which take into account the orientation of the discontinuity as
well as the real positions of the two spacecraft: cross product (CP) method, the
minimum variance analysis of the magnetic �eld (MVAB), and the constrained
minimum variance analysis (MVAB0) method. The results show that the ad-
vanced methods give more precise time delay estimations in most cases, and that
the best predictions are obtained using the MVAB0 method.

In Paper II we point out some undesirable e�ects of the MVAB based prop-
agation delay calculation presented in Pulkkinen and Rastätter [2009] (hereafter
PR09). We show that, the sometimes dominant normal magnetic �eld component
and the fact that sharp changes in the IMF are not allowed, contradict our present
understanding of directional discontinuities in the solar wind. We suggest that any
attempt to remove the e�ect of small scale �uctuations, known to a�ect boundary
normal estimations using MVAB, should be done on the input data, rather than on
the estimated boundary normals like in PR09. One way to achieve this is through
the use of wavelet denoising technique.

Paper III expands the database of discontinuities studied in Paper I to 356
events during 2001-2012 and also studies the e�ect of wavelet denoising of the
propagation delay accuracy. We �nd that the free parameters of the three methods
have to be adapted to each event in order to obtain accurate propagation delays.
We also �nd that by using denoising parameters optimized to each event, 88% of
our database are estimated to arrive within ±2min from the observed time delay
with MVAB, 74% with CP and 69% with the MVAB0 method. This shows that
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wavelet denoising signi�cantly improves the prediction of the propagation time
delay of solar wind discontinuities.

In paper IV we investigate Venus Express observations of solar wind magnetic
�eld �uctuations during the minimum of solar cycle 23 (2007-2009). We show that
power spectral densities for the fast solar wind have higher levels of power than
the slow solar wind. The spectral slopes in the inertial range are shown to exhibit
a normal distribution, with average values of: αfastx = −1.57 ± 0.02, αfasty =

−1.58 ± 0.02, αfastz = −1.60 ± 0.02, αslowx = −1.67 ± 0.01, αslowy = −1.64 ± 0.01,

and αslowz = −1.64 ± 0.01, with α
fast/slow
i indicating the mean spectral index

of magnetic i component and the fast or slow type of wind. We also show the
variation of the spectral index as a function of the solar wind speed, and �nd
that the spectral indices of the magnetic �eld become shallower (less steep) with
increasing plasma velocity.

Paper V studies the e�ect of data gaps to four commonly used methods of esti-
mating the amplitude spectrum of a time series: Fast Fourier Transform, Discrete
Fourier Transform, Z-Transform and Lomb-Scargle algorithm. We applied several
con�gurations of data gaps to two datasets: a synthetic dataset composed of a
superposition of four sinusoidal modes and the magnetic �eld measured by Venus
Express, and compared the results for the altered dataset with the original results.
For single data gaps, FFT and DFT are shown to give an amplitude decreasing
with increasing gap size, while the shape of spectrum remains almost unmodi�ed
even for large data gaps. On the other hand, ZTR and LST are shown to preserve
the absolute level for increasing gap size. We also analyze time series with multiple
small data gaps randomly distributed throughout the time series. In this case, we
show that DFT, ZTR and LST can estimate the correct amplitudes of sinusoidal
modes even for large data gap percentage. However, for the more turbulent case of
the VEX dataset, these three methods seriously overestimate the high-frequency
part of the spectrum above a threshold depending on the maximum gap size.
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Abstract. We present a statistical study of propagation times
of solar wind discontinuities between Advanced Compo-
sition Explorer (ACE) spacecraft orbiting the L1 libration
point and the Cluster quartet of spacecraft near the Earth’s
magnetopause. The propagation times for almost 200 events
are compared with the predicted times from four different
models. The simplest model assumes a constant convective
motion of solar wind disturbances along the Sun-Earth line,
whereas more sophisticated models take the orientation of
the discontinuity as well as the real positions of the solar
wind monitor and target into account. The results show that
taking orientation and real position of the solar wind moni-
tor and target into account gives a more precise time delay
estimation in most cases. In particular, we show that re-
cent modifications to the minimum variance technique can
improve the estimation of propagation times of solar wind
discontinuities.

Keywords. Interplanetary physics (Discontinuities; Inter-
planetary magnetic fields; Instruments and techniques)

1 Introduction

Disturbances in Earth’s magnetosphere, like e.g. aurora,
magnetospheric storms and substorms, are often associated
with disturbances in the solar wind, in particular directional
changes in the interplanetary magnetic field (IMF). At the
Earth’s dayside magnetopause, a southward directed IMF
can reconnect with the geomagnetic field, and allow energy
and momentum to be transferred from the solar wind into the
magnetosphere, and set up a large scale circulation of plasma
in the magnetosphere (Dungey, 1961). It has also been ar-
gued that sudden northward turnings of the IMF can alter the
magnetospheric equilibrium, and act as a trigger for mag-
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netospheric substorms (Sergeev et al., 1986; Lyons, 1996;
Lyons et al., 2003). The study of such interactions requires
an exact timing of the IMF change at the Earth’s dayside
magnetopause.

A challenge in this connection is that solar wind measure-
ments are usually taken at large distances away from Earth,
for example by the Advanced Composition Explorer (ACE)
spacecraft, and has to be time shifted in order to be repre-
sentative for the Earth’s upstream magnetopause. For ACE,
the typical time shift to the Earth is of the order of one hour,
depending on the solar wind speed. Although many studies
have used one hour as a rule of thumb, a more careful ap-
proach requires observations from the solar wind, and then
time shift the observations accordingly to be representative
for the conditions at the frontside magnetopause.

Earlier studies, e.g.Ridley (2000); Horbury et al.
(2001a,b); Weimer et al.(2002, 2003); Weimer and King
(2008) have emphasized that not only the solar wind speed,
but also the orientation of the IMF plays an important role
for the propagation delay.

Horbury et al.(2001a) used data from the ACE spacecraft
orbiting the L1 libration point and the Wind spacecraft closer
to the Earth to study the propagation times of IMF disconti-
nuities. Although they only considered IMF discontinuities
with distinct southward turnings, they found that the best es-
timates of the propagation times were obtained if the orien-
tation for each discontinuity was calculated from the cross
product of the upstream and downstream magnetic field.

Weimer et al.(2003); Weimer and King(2008) took a dif-
ferent approach. They emphasized that knowledge about
the IMF direction is important for any time intervals – not
only during intervals with distinct discontinuities. In partic-
ular, the concurrent IMF direction (and partly also the time
history of the solar wind) upstream of the Earth’s magne-
topause is used to parameterize magnetic field models (Tsy-
ganenko, 2002a,b) and simulation models (e.g.Ogino et al.,
1994; Gombosi et al., 2000). Likewise, statistical studies
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of magnetospheric convection (e.g.Papitashvili and Rich,
2002; Weimer, 2005; Ruohoniemi and Greenwald, 2005, and
references therein) sort the results according to concurrent
IMF direction. Weimer et al.(2003) applied a running min-
imum variance analysis technique to determine the orienta-
tion of the IMF for each data point in a continuous time se-
ries of magnetic field data. The obtained normal, together
with the solar wind velocity and spacecraft position is then
used to predict the time delay between a monitor and a tar-
get for each data point. A large data set shifted according
to this procedure (although with some modifications – see
Sect.3.2.3below) is now available in electronic form through
NASA’s OMNIWEB system (http://omniweb.gsfc.nasa.gov/
html/ow data.html). To our knowledge, the first large scale
usage of this method to time shift IMF data were the convec-
tion studies byHaaland et al.(2007) andFörster et al.(2007).

More recently,Tsurutani et al.(2005) used measurements
from ACE and Cluster to study the evolution of 7 distinct in-
terplanetary magnetic field decreases and discontinuities pre-
ceeded by long periods of strong alfvénic wave activity. 6 of
the 7 events were observed at both ACE and Cluster so that
the propagation time could be established. Although they
primarily focused on the steepening of the wave front during
the propagation from ACE to Cluster, they also noted that
the structures were essentially convected with the solar wind
speed. The difference between the observed popagation time
and the time predicted from a convective motion were less
than a minute for all 6 cases.

In the present work, we have used data from Cluster mis-
sion and the ACE solar wind monitor to study the propaga-
tion delay of almost 200 well identified solar wind disconti-
nuities. In particular, we test out the models ofWeimer et al.
(2003); Weimer and King(2008) on these events.

The paper is organized as follows; In Sect.2, we give a
brief overview of the data sources used in this study. Sec-
tion 3 contains an overview of the procedures for calculating
the time shift, as well as a brief description of the methods
used to find the boundary normals of solar wind discontinu-
ities. In Sect.4, we show a case study and present the statis-
tical results of the study. Section5 summarizes the paper.

2 Data sources

Our primary data sources for this study have been the Ad-
vanced Composition Explorer (ACE) spacecraft in the solar
wind and the Cluster spacecraft quartet near the Earth’s mag-
netopause.

ACE was put into an approximately 40×40RE Lissajous
orbit around the L1 libration point some 1.5×106 km up-
stream of the Earth in 1998, and have since been frequently
used as a solar wind monitor. The expected lifetime of ACE
is until 2022, so ACE is going to be an important monitor
of the solar wind also the next decade. In this work, we
have used IMF data obtained from the ACE magnetic field

instrument (MAG – seeSmith et al., 1998), at 16-s resolu-
tion and plasma data from the ACE solar wind instrument
(SWEPAM – seeMcComas et al., 1998). at 64-s resolu-
tion. These data sets were downloaded via the Coordinated
Data Analysis Web (CDAWeb) facility (http://cdaweb.gsfc.
nasa.gov/about.html).

To check the IMF near the Earth’s upstream magne-
topause, we have utilized observations from the Cluster satel-
lites. Cluster is a European Space Agency (ESA) project
comprising four identical satellites flying in close formation
around the Earth. Cluster has a nearly 90◦ inclination el-
liptical polar orbit, with perigee at around 4RE and apogee
around 20RE geocentric distance, and an orbital period of
approximately 57 h. This orbit takes Cluster into the up-
stream solar wind during apogee in the months January to
March every year. Our study is therefore focused on this sea-
son. All Cluster measurements are obtained within anYGSE
range between−8 to +8RE , andXGSE positions between
approximately 14RE and Cluster’s apogee around 20RE .

Since we focus on IMF discontinuities, we have primar-
ily used measurement from the magnetic field Experiment
(FGM – seeBalogh et al., 2001), but also data from the Clus-
ter Ion Spectrometry (CIS) Experiment (Rème et al., 2001)
were inspected to verify that Cluster was located in the solar
wind. The Cluster data used are the official prime parame-
ters with approximately 4-s time resolution, provided by the
Cluster Data Center System (CSDS).

Our motivation was primarily to study the solar wind prop-
agation delay, and not the evolution or properties of the solar
wind discontinuities as such. We have therefore not utilized
Clusters four-spacecraft capability in this study, and most of
the Cluster measurements are taken from the C3 spacecraft.
However, some of the events included in this work has also
been studied byKnetter et al.(2004) and Knetter (2004),
where the nature of the discontinuity as well as a comparison
of single- and multi spacecraft methods are discussed in de-
tail. In particular, these authors concluded that results based
on four-spacecraft triangulation agreed fairly well with the
cross product method, which we have also used.

3 Methodology

To calculate the exact propagation time of a plasma structure
one needs to be able to uniquely identify the same structure
at two locations in space. In practice, a reliable identification
of a structure is only possible if the obeservations exhibit a
distict signature which does not change much between the
two locations. Interplanetary discontinuities, characterized
by sharp changes in the direction or magnitude of the mag-
netic field are particularly suitable for this purpose. Since
the beginning of space age, discontinuities have been exten-
sively studied both from a theoretical view (e.g.Landau and
Lifshitz, 1960; Hudson, 1970), but also experimentally (e.g.
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Colburn and Sonett, 1966; Siscoe et al., 1968; Turner and
Siscoe, 1971; Smith, 1973).

The actual definition of the term discontinuity depends
both on the measurements used (plasma, magnetic field or a
combination of these) as well as the required change of that
parameter. In the following we use the term discontinuity to
describe events where we observe pronounced changes in the
magnetic field direction within a time interval of less than a
minute. As our intention is to study the propagation time,
we did not specifically check whether these distinct changes
matched the criteria used by, e.g.Tsurutani and Smith(1979)
or Lepping and Behannon(1986) to identify discontinuities.

We first identified a large number of time segments con-
taining distinct magnetic field rotations in the Cluster mea-
surements when spacecraft quartet was located in the up-
stream solar wind. A number of these events could also
be identified in the ACE magnetic field measurements. The
events were initially selected by visually examining Clus-
ter quick look plots (available athttp://www.cluster.rl.ac.uk/
csdsweb-cgi/csdswebpick). To avoid discontinuities asso-
ciated with magnetopause crossings or bow-shock activity,
we also checked the Cluster nominal position and the CIS
ion spectrogram. Only periods with Cluster positions on the
dayside, outside the bow shock location which displayed ion
temperatures around 1 keV were considered. Cases where
the same discontinuity could be observed at both ACE and
Cluster were recorded and examined in more detail; The ob-
served time shift between the ACE and Cluster observations
were noted and compared to the time shift predicted by vari-
ous models.

During the years 2001–2007, a total of 198 events with
unambiguously matched signatures observed at both ACE
and Cluster could be identified from this visual inspection of
the data. We should emphasize that these 198 events by no
means constitute the complete set of discontinuities for this
period, but is a sufficient subset for our study. At this stage,
we did not filter out any events, even if we suspected that one
or more of the methods would fail or give poor results.

For time delay calculations, we tested four different meth-
ods, hereafter referred to as flat delay, cross product, min-
imum variance and constrained minimum variance. In the
following, we give a brief description of each method.

3.1 Flat delay

This is the simplest way to estimate the solar wind propaga-
tion time between a monitor and a target near the upstream
magnetopause. It assumes that a plasma element and the em-
bedded IMF is convected at a constant speed along the Sun-
Earth line (i.e. antiparallel to the XGSE axis) to the Earth’s
magnetopause. This approach, illustrated in the top panel of
Fig. 1, is purely one-dimensional, and does not take into ac-
count either orientation of the IMF nor any displacement of

the solar wind monitor away from the Sun-Earth line. The
estimated time delay,tflat, is then given by

tflat =
1x

V x
, (1)

where1x is the distance between the solar wind monitor
and the target along the Sun-Earth line, andV x is the mea-
sured solar wind speed. As the solar wind propagation is
predominantly along theXGSE direction, the approximation
|V x|'|V | is often used.

Since the method relies on the solar wind velocity only,
it can in theory be applied to any time interval where the
measurements of the velocity is available – not only time in-
tervals containing distinct IMF discontinuities.

3.2 Taking IMF direction into account

As pointed out in e.g.Weimer et al.(2002, 2003), variations
in the IMF are often contained in planar structures which are
tilted at arbitrary angles with respect to the Sun-Earth line.
(Weimer et al., 2003, refers to these tilted planar structures as
IMF phase planes). As illustrated the lower panel of Fig.1,
a solar wind monitor displaced from the Sun-Earth line will
measure the IMF at a different time (later or earlier, depend-
ing on the tilt direction of the phase plane) than it would if it
had been located on the Sun-Earth line.

A more realistic calculation of the propagation delay
would therefore have to take into account the orientation of
these IMF phase planes as well as the real position of the
solar wind monitor and target. Also, since the solar wind
flow direction can have a significant Y or Z component, the
full solar wind velocity vector should be used. Noting that
the orientation of a planar structure or discontinuity can be
described by its boundary normal,n, the time delay can be
expressed as:

td =
(r target− rmonitor) · n

V sw · n
. (2)

Here, r target is the position of the target (typically the up-
stream magnetopause position at aroundXGSE=10–15RE),
rmonitor is the position of the solar wind monitor, in our case
the ACE spacecraft orbiting the L1 libration point, andV sw

is the measured solar wind velocity.
There are several methods to infer the boundary normal of

a plasma boundary. The typical IMF orientation is aligned
along the Parker spiral, approximately 45◦ to the solar wind
flow direction.Horbury et al.(2001a) calculated propagation
times using both normals parallel and perpendicular to the
Parker spiral, but found that these assumptions often gave
poorer results than simply assuming a flat delay. More so-
phisticated methods require in-situ measurements and then
trying to estimate the normal from multi spacecraft timing or
gradient methods (e.g.Horbury et al., 2001b; Knetter et al.,
2004), or use the local field or plasma measurements from a
single spacecraft (see e.g. overviews inSonnerup et al., 2006;
Volwerk, 2006).
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Sun-Earth line. b) The real position of the solar wind monitor as well as the orientation of the IMF phase front,

represented by its boundary normal n, and the actual solar wind velocity vector, vsw are taken into account. θ
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Fig. 1. Illustration of the two principal methods to calculate the solar wind propagation delay.(a) Flat delay: A planar structure is assumed
to propagate with a constant velocity along the Sun-Earth line. Both the solar wind monitor (ACE) and the target (typically the Earth’s
upstream magnetopause) are assumed to lie on the Sun-Earth line.(b) The real position of the solar wind monitor as well as the orientation
of the IMF phase front, represented by its boundary normaln, and the actual solar wind velocity vector,vsw are taken into account.θ is the
angle between the phase front normal and the solar wind velocity (inWeimer et al., 2003, the angleθ is measured between the normal and
the Sun-Earth line).

3.2.1 Discontinuity orientation from cross product

The cross product method can be used to get the orienta-
tion of a tangential discontinuity (TD – see e.g.Colburn and
Sonett, 1966; Smith, 1973), i.e. a discontinuity where there is
no net plasma flow across the discontinuity (〈V 〉·n=0), and
where the average magnetic field is tangential to the discon-
tinuity (〈B〉·n=0). If these conditions are satisfied, or nearly
satisfied, an estimate of the boundary normal is given by:

ncross=
〈B1〉 × 〈B2〉

|〈B1〉 × 〈B2〉|
(3)

where〈B1〉 and〈B2〉 are the average magnetic field upstream
respectively downstream of the discontinuity.

In our study, we have calculated the downstream average
〈B1〉 from 10 magnetic field samples ending approximately
3.5 min before the center of the discontinuity. Likewise, the
upstream average〈B2〉 is calculated from 10 samples start-
ing approximately 3.5 min after. These time intervals are in-
dicated in the example shown in Fig.2.

3.2.2 Minimum variance of the magnetic field – MVAB

Minimum variance of the magnetic field (MVAB – see e.g.
Sonnerup and Cahill, 1967; Sonnerup and Scheible, 1998,
and references therein) is perhaps the most frequently used
method to obtain the orientation of a discontinuity. MVAB is
based on a one-dimensional model of a current sheet. From
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the magnetic field vector measurements during the transver-
sal of a discontinuity, one tries to find the apriori unknown di-
rection in which the magnetic field has no variance. In prac-
tice, however, this ideal case does not exist, and one seeks
to find the direction with minimum variance of the magnetic
field. Mathematically, this is achieved by first constructing a
magnetic covariance matrix,M νµ, from the measurements,
and thereafter finding the eigenvectors and eigenvalues of
this matrix. In the present work, we have used a covariance
matrix of the form

M νµ = 〈BµBν〉 − 〈Bµ〉〈Bν〉 (4)

where 〈...〉 denotes averaging over a number of measure-
ments. This corresponds to the standard covariance matrix
introduced inSonnerup and Cahill(1967). Other types of
covariance matrices are also conceivable. For example,Sis-
coe et al.(1968) used a simplified covariance matrix of the
form

M νµ = 〈BµBν〉 (5)

for the study of discontinuities in the IMF observed by the
Mariner 4 spacecraft. A similar approach was used by
Snekvik et al.(2007) to establish the orientation of the tail
current sheet.Weimer et al.(2003) initially used a covari-
ance matrix of the form

M νµ = 〈BµBν〉 − N〈Bµ〉〈Bν〉 (6)

whereN is the number of samples used to form the aver-
ages. As pointed out in a later correction (Weimer, 2004),
this matrix is dominated by the mean magnetic field, and re-
sults in negative eigenvalues. The eigenvector corresponding
to the smallest, non-negative eigenvalue is nearly orthogo-
nal (but not completely – see discussions inBargatze et al.,
2005, andHaaland et al., 2006) to the mean magnetic field,
and thus similar to the cross product method described above.
The variance matrix used bySiscoe et al.(1968) andSnekvik
et al.(2007) has a similar property.

Weimer et al.(2003) provided a recipe-like procedure for
establishing the phase front orientation; first, a short time in-
terval of approximately 8 min was used to construct a covari-
ance matrix. Thereafter, an eigenanalysis was performed on
this matrix. If the resulting eigenvalue ratio was poor (i.e.
λint/λmin≤10), the calculation was discarded and a longer
time interval of approximately 28 min was tried. For the long
time interval,Weimer et al.(2003) also reduced the eigen-
value criteria, so that a ratioλint/λmin≥2 was accepted. If
both time intervals failed, the previous valid normal was used
for the delay calculation.

However, since we use a different covariance matrix, we
cannot directly adapt the criteria fromWeimer et al.(2003).
In our calculations we have therefore used a fix 7-min inter-
val centered around the magnetic field rotation to establish
the phase front normal. This time interval is marked “A” in
Fig. 2. The choice of 7 min seems arbitrary, but was found to
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Fig. 2. Example of an IMF discontinuity observed by both ACE and Cluster on 30 Mar 2003. The panels show:

a) the X component of the solar wind speed measured by ACE. b) magnetic field at ACE, c) magnetic field

at Cluster. d,e) Same as panels b and c, but zoomed in and centered around the main magnetic field rotation.

In panel d), the marked interval A is the time segment used to calculate the IMF orientation as described in

the Sections 3.2.2 and 3.2.3. Similarly, B1, B2 are the corresponding upstream and downstream time intervals

used for the cross product calculation - see Section 3.2.1. Black, red and green line colors indicate the X,

Y, respectively ZGSE components of the magnetic fields. The bottom part of the figure shows the exact time

intervals used and the normals obtained for this particular case.
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Time Interval [UT] Normals
A 00:12:30–00:19:30 nCROSS [ 0.73−0.60−0.30]
B1 00:09:50–00:12:30 nMVAB [ 0.74−0.58−0.33]
B2 00:19:30–00:22:10 nMVAB −0 [ 0.71−0.64−0.30]

Fig. 2. Example of an IMF discontinuity observed by both ACE
and Cluster on 30 March 2003. The panels show:(a) the X compo-
nent of the solar wind speed measured by ACE.(b) magnetic field
at ACE,(c) magnetic field at Cluster.(d, e)Same as panels (b) and
(c), but zoomed in and centered around the main magnetic field ro-
tation. In panel (d), the marked intervalA is the time segment used
to calculate the IMF orientation as described in the Sects.3.2.2and
3.2.3. Similarly,B1, B2 are the corresponding upstream and down-
stream time intervals used for the cross product calculation – see
Sect.3.2.1. Black, red and green line colors indicate the X, Y, re-
spectively ZGSE components of the magnetic fields. The bottom
part of the figure shows the exact time intervals used and the nor-
mals obtained for this particular case.

be a good compromise which ensures sufficient data points
within and on both sides of the discontinuity. With 16-s time
resolution in the ACE magnetic field observations, this inter-
val contains 28–30 samples.

3.2.3 Constrained minimum variance – MVAB-0

If one has apriori knowledge about the nature of a disconti-
nuity, it may be desirable to impose constraints to the mini-
mum variance analysis. For example, an ideal TD has zero

www.ann-geophys.net/26/2383/2008/ Ann. Geophys., 26, 2383–2394, 2008
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magnetic field along the normal. One can then constrain per-
form the analysis so that the predicted normal,n, is guaran-
teed to be perpendicular to the direction of the average mag-
netic field b=<B>/|<B>|. Such a constraint can easily
be imposed to the variance analysis by replacing the above
covariance matrix,M νµ, by the projectionQ′

=PikMνµPnj ,
where the projection matrix is given by

Pij = δij − bibj (7)

whereδij is the delta operator (δij =1 for i=j , 0 otherwise).
The eigenvectors ofQ′ now have a different meaning; since
we introduce a known quantity (the vectorb), the lowest
eigenvalue will be zero, whereas its eigenvector,X3=b. The
eigenvectorX2, corresponding to the lowest, non-zero eigen-
value will now be the normal predictor, and the third eigen-
vector completes the right handed, orthogonal system.

An alternative procedure to obtain a discontinuity normal
orthogonal to the mean magnetic field is given byBargatze
et al.(2005). Their method uses a variance matrix based on
B⊥(t)=B(t)−B ||, whereB || is the magnetic field parallel to
the average magnetic field of the 8 or 28 min time interval
mentioned inWeimer et al.(2003).

Experience has shown that constrained variance analysis,
often referred to as MVAB-0, provides more stable results,
also for discontinuities of Alfv́enic nature (Sonnerup et al.,
2006).

In a survey,Knetter et al.(2003, 2004) applied multi-
spacecraft timing methods to a number of discontinuities
observed by Cluster in the solar wind, and concluded that
most of the observed discontinuities could be classified as
TDs. Also, in a recent publication,Weimer and King(2008),
adapted the MVAB-0 method, and performed a thorough
check of the method, and basically confirmed its usefulness
for propagation delay calculations. Although the abundances
of rotational and tangential discontinuities in the solar wind
have been debated (Neugebauer et al., 1984; Tsurutani and
Ho, 1999; Ridley, 2000; Knetter et al., 2004; Neugebauer,
2006), it seems that the assumption that solar wind disconti-
nuities are TDs is justified for this purpose.

3.3 Error sources and quality criteria

The “observed” delay in our study is established through vi-
sual inspection of the data, and trying to line up the ACE
and Cluster magnetic field measurements as shown in Fig.2.
Since most of our events are manifested as distinct and sharp
rotations in the magnetic field, we estimate the determina-
tion of the observed propagation time to be accurate to within
±1 min or less. With only one solar wind monitor available,
we cannot say anything about the planarity of the discon-
tinuities, so in the following, we assume that the observed
discontinuities are planar.

For the model calculations, the most critical parameter is
the orientation of the discontinuity. For MVAB based meth-
ods, analytical expressions for the errors in the form of er-

ror ellipses around the normal exist (e.g.Lepping and Be-
hannon, 1980; Khrabrov and Sonnerup, 1998; Sonnerup and
Scheible, 1998). A similar approach can in theory also be
implemented for the cross product method. However, error
estimates of this character are purely statistical and mainly
depends on the number of samples used to establish the nor-
mal. Errors due to e.g. breakdown of the underlying model
assumptions are not taken into account by such error esti-
mates. We have therefore not performed any detailed error
analysis of this sort in our study. However, we are able to
formulate a set of quality criteria which can be used to deter-
mine whether a particular method makes sense for a specific
event.

For the MVAB based results, the ratio between the inter-
mediate and minimum eigenvalue provides a rough quality
control of the result. As a rule of thumb, an eigenvalue ratio,
λint/λmin≥10 has often been used as a criteria for a valid nor-
mal determination, although this is rarely achieved without
fine tuning of the time interval used for analysis. In our data
set, and using the variance matrix as described in Sect.3.2.2,
less than 20% of of the discontinuities had an eigenvalue ra-
tio λint/λmin≥10. We have therefore required an minimum
eigenvalue ratio ofλint/λmin≥3.

It should be emphasized, however, that a high eigenvalue
ratio in itself is no guarantee for a correct normal estima-
tion. Normals obtained from minimum variance and normals
obtained from multi spacecraft methods can in some cases
be widely different, despite high eigenvalue ratios (Knetter
et al., 2004; Haaland et al., 2004; Sonnerup et al., 2008).
Also, the eigenvalue ratio only describes the statistical un-
certainty in the eigenvector determination. As with some of
the error estimates, the eigenvalue ratio does not account for
breakdown of the model assumptions.

For the constrained minimum variance, the lowest eigen-
value is per definition zero, and the only sensible eigenvalue
ratio isλmax/λint. Since the maximum variance direction is
typically well defined for a 1-D or 2-D structure, this ratio
is usually much higher (typically a factor 10 or more) than
the aboveλint/λmin ratio. In our data set, the majority of the
events had eigenvalue ratiosλmax/λint≥60, so we decided to
require a minimum eigenvalue ratio of 10 for this quality pa-
rameter.

For the cross product methods, we checked the angular
difference,φ, between the upstream and downstream mag-
netic field (i.e. the field rotation). Values around 0◦ or 180◦

indicate parallel or antiparallel fields, and thus a poorly deter-
mined cross product. In our study, we have required that the
orientation of〈B1〉 and〈B2〉 differs at least 30◦. This crite-
ria is similar to the definition used byLepping and Behannon
(1986).

In addition to the above, we also required that the calcu-
lated normal should be withinθ=±70◦ of the solar wind ve-
locity direction (see Fig.1). A similar criteria was used by
Weimer et al.(2003).
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4 Results

During the period February 2001 to April 2007, we found
a total of 198 clear discontinuities that could be unambigu-
ously identified at both ACE and Cluster. For each event, we
first plotted the ACE magnetic field, solar wind velocity, the
corresponding Cluster magnetic field, and recorded the po-
sition of ACE relative to Cluster. Thereafter, we calculated
the time delays as well as the quality parameters for the four
methods.

4.1 Example

Figure2 shows an example of a single event. On 30 March
2003, the ACE spacecraft observed a series of distinct mag-
netic field rotations. At about 00:16 UT the IMF direc-
tion turns from a predominantly southward direction to a
more Parker spiral like orientation. Prior to the rotation,
the IMF is fairly stable with a solar wind velocity of about
435 km s−1. The same magnetic field rotation is seen at Clus-
ter about 01:02 UT, i.e. around 46 min later. Cluster was lo-
cated around 14RE upstream, and the average separation in
Y-direction between Cluster and ACE was only about 13RE

in this case.
The calculated normals from the three methods MVAB,

MVAB-0 and cross product are very similar, and have a sig-
nificant XGSEcomponent. All methods, including the flat de-
lay method, were able to predict the propagation time from
ACE to Cluster to within 4 min for this event. The poorest
performance was the flat delay, which predicted a propaga-
tion time of 51 min in this case, whereas the best prediction
was obtained with the MVAB-0 method, which predicted the
arrival time to within one minute.

Although our selection of events may be biased, this ex-
ample is by no means atypical; due to the high velocity of
the solar wind compared to the available time resolution of
the data, most events are manifested as sharp transitions in
the IMF which allows for a fairly precise determination of
the real time delay.

4.2 Statistical deviations between observed and predicted
arrival times

In the following, we discuss the deviations between predicted
and observed arrival times of the discontinuities in a statis-
tical sense. For all 198 events, we calculate a timing error
for each method, defined as1t=tmodel−tobserved, and try to
find correlations with quality parameters, IMF orientation
and spacecraft separation distances.

Figure3 shows the relative distribution of the timing errors
for the four models. To show the effect of the quality param-
eters discussed above, we also show the distributions from
a filtered data set (lower panels). Depending on method, a
number of events fall below our quality criteria.

We did not apply any filters to the flat delay, so this is equal
in the top and bottom panels. As seen from the distribution,
the predicted arrival time of the the discontinuities at Cluster
are within 10 min in most cases, and a substantial number
of events even arrive at Cluster within±5 min of the time
predicted by the flat delay method.

For the cross product method, the majority of discontinu-
ities arrive at Cluster within±5 min of the predicted time,
regardless of whether we consider the filtered or unfiltered
set. For the filtered data set, an arrival accuracy of±2 min is
obtained for almost 30% of the cases.

In our data set, the MVAB method perform worse than
the simple delay of cross product method. Still, most of the
discontinuities arrive within±10 min of the predicted time.
Removing events which do not satisfy the quality criteria,
results improves the relative accuracy, and more than 50% of
the cases arrives within±5 min.

For the constrained minimum variance method, 65% of the
cases have a timing accuracy of±5 min or better, and more
than 30% have an arrival accuracy of±2 min or less. For the
filtered dataset, the results are even better – more than 35%
of the events arrive within the±2 min of the predicted time,
and 82% arrive within±5 min of the predicted time.

In summary, the constrained minimum variance analysis
gives the best performance, but the cross product also pro-
vides a fairly accurate estimate of the arrival time in most
cases.

4.2.1 Spacecraft separation effect

One of the motivations forWeimer et al.(2003) was to de-
vise a method that takes into account the lateral displace-
ment, i.e. primarily YGSE separation between the monitor
and the target. In Fig.4 we have plotted the timing errors
of each method as function of the spacecraft separation dis-
tance in y-direction:1Y=ACE YGSE – Cluster YGSE. The
ACE orbit alone takes the spacecraft out to approximately
40RE away from the Sun-Earth line, whereas for the seasons
we have studied, Cluster is maximum 8RE away from the
Sun-Earth line. BothWeimer et al.(2003) andHorbury et al.
(2001a) additionally used the Wind spacecraft, and partly the
Interplanetary Monitoring Platform (IMP-8) and the Geotail
spacecraft, so their data set and discussion had significantly
larger lateral separations.

As shown in Fig.4, the best prediction of the arrival time,
i.e. a1t'0 is typically obtained when both ACE and Cluster
are located roughly on the same YGSEposition. In particular,
the flat delay method shows large spreads in the results when
the lateral separation is more than 40RE . For large positive
separations1t tends to be negative, (i.e. the calculated time
delay is smaller than the observed), whereas the opposite is
the case for large negative distances. This is as expected for
a typical Parker spiral like orientation of the IMF.

From Fig.4, it also appears that some of the events with
large timing errors are common to several methods (e.g. the

www.ann-geophys.net/26/2383/2008/ Ann. Geophys., 26, 2383–2394, 2008
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Fig. 3. Distributions of timing errors for each of the four tested methods. Top panels: results from the full data set, containing 198 events.
Bottom panels: results from the filtered data set, i.e. events not satisfying the quality criteria described in Sect.3.3have been removed. The
horizontal axes indicate the time differences1t=tmodel−tobservedfor each method, and the vertical axes, common to all panels in that row,
show the relative distribution within that1t range. Note that the horizontal axes are non-linear; the center bin (marked 0) means±0–2 min,
the next bin±2–5 min, thereafter±5–10 min etc. Also, the horizontal scale is limited to±25 min, but a few events from each method had
larger discrepancies. These are indicated in each panel as (% outside scale).

two data points with1t'22 min seen in the panels for cross
product and MVAB-0 results). This could either mean that
both methods fail to give correct orientations, or that other
effects such as non-planarity or scale sizes of the discontinu-
ity also affect the results.

In this sense, the results ofTsurutani et al.(2005) are
somewhat exceptional. Although their1Y were in the range
28–39RE , the observed arrival times were less than a minute
from the flat delay predictions.

4.2.2 Influence of IMF orientation

A critical factor for time shift estimations relying on the
MVAB, MVAB-0 and cross product method is the discon-
tinuity orientation. The top panel of Fig.5 shows the timing
error as function of theθ angle, which is the angle between
the discontinuity normal and the solar wind velocity (also il-
lustrated in the lower panel of Fig.1). A large angle indicate
a slant discontinuity orientation, whereas the typical Parker
spiral like orientation would give aθ angle around 45◦. For
all three methods, a deterioration is seen for large angles.

To check the reliability of our normal estimations, we
checked the correlation between the quality criteria described
in Sect.3.3and the timing errors:

For the minimum variance methods, we checked the de-
pendence on the eigenvalue ratiosλint/λmin for MVAB and
λmax/λint for MVAB-0. The bottom panel of Fig.5 shows
the timing errors as function of these two ratios. As ex-
plained in Sect.3.3, the eigenvalue ratios for MVAB and
MVAB-0 are not directly comparable; the MVAB-0 eigen-
value ratioλmax/λint is typically a factor 10 higher than the
ratioλint/λmin from MVAB. We have therefore used two hor-
izontal axes and color coded the results in the lower panel of
Fig. 5. The plot shows a clear dependence; low eigenvalue
ratios, which typically indicate poorly determined normals,
gives a larger difference between the predicted and observed
time delays. From the plot, one would conclude that an
eigenvalue ratioλint/λmin≥10 for MVAB andλmax/λint≥100
would be desireable for optimal results. Unfortunately, very
few of our events have such large eigenvalue ratios.

For the cross product method, we also checked the cor-
relation between the timing error and theφ angle (i.e. the
field rotation between the upstream and downstream B-field).
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Fig. 4. Arrival time errors as function of the separation between ACE and Cluster in the YGSE direction. The vertical axis, common to all
panels, shows the time differences1t=tmodel−tobserved, and the horizontal axes show the YGSE separation between the ACE and Cluster
spacecraft,1Y=YACE−YCLUSTER for each method. Since the Cluster orbit in our data set has only has a maximum YGSE position of
±8RE , this plot can roughly be interpreted as the dependence of the ACE YGSEposition. The blue line in the panel for flat delay indicates
the linear trend calculated from the data points.

However, we could not find any correlation here, and only a
few events had field rotations of less then 30◦.

4.3 Cases with no discontinuities

So far, we have focused on time intervals which contain a
distinct discontinuity, observed as a clear rotation in the mag-
netic field. Despite the frequent occurrence of discontinuities
in the solar wind, a more typical situation is a fairly stable
IMF, often aligned along the Parker spiral. As pointed out
above, the knowledge of the IMF conditions at the Earth’s
magnetopause is also important for such cases, and is one of
the key aspects addressed by the methods of (Weimer et al.,
2003; Weimer and King, 2008).

To test the ability of the various methods to predict propa-
gation times under such conditions, we repeated the calcula-
tions from Sect.3, but now using a time interval 7 min later.
This interval typically does not contain any distinct discon-
tinuity (although it may). In most of our cases, the change
in the solar wind velocity between the upstream and down-
stream of the discontinuity was small, and the changes in
separation between ACE and Cluster within 7 min are also
negligible. The flat delay results are therefore similar, and the
true propagation,tobs from the data set with distinct discon-
tinuities can therefore still be used as a reference for bench-
marking. An alternative method would have been to pick out
random time intervals for this test, and tried to establish the
true time delay from e.g. cross correlation, but we did not try
this out.

In this displaced time interval, one would expect that the
methods relying on the orientation would fail or deteriorate
since there is no clear rotation of the field any more, and the
assumptions implied by both minimum variance (a quasi 1-
D current sheet) and the cross product method (a tangential
discontinuity) would fail.

This is also exactly what happens to our data set. Our qual-
ity criteria for the cross product (φ≥30◦ – see Sect.3.3) fails
for more than half of the events, and a reliable cross product
normal can only be obtained for 63 of our 198 events. Of
these, arrival times within±5 min are obtained for 41 events,
compared to 84 events for a simple flat delay. The MVAB
based propagation times also performs worse for this data
set. The eigenvalue ratios are often very low which indicate
poorly determined normals.

The performance of the MVAB-0 method is also reduced,
but this methods still gives the the overall best estimate of
the propagation delay. Approximately 71% of the calculated
propagation times are within 10 min of the observed time, but
a few of the predicted times are very much longer than the
observed. However, the flat delay method, not relying on the
IMF orientation performs equally well as for the data set with
discontinuities. With almost 70% of the cases arriving within
10 min of the observed times, it performs only marginally
worse than the MVAB-0 results.

5 Summary and conclusions

We have done a statistical study of the propagation times of
IMF discontinuities between the ACE solar wind monitor or-
biting the L1 libration point and the Cluster quartet of space-
craft close to the Earth’s bow shock. The two spacecraft are
separated between 0 and±48RE in the YGSE direction.

For 198 distinct discontinuities, we calculated the time
shift as predicted by four different models, and compared this
to the observed time delay.

The results can be summarized as follows:

– The most precise determination of the arrival of a dis-
continuity at a target near the Earth’s magnetopause is

www.ann-geophys.net/26/2383/2008/ Ann. Geophys., 26, 2383–2394, 2008
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Fig. 5. Top panel : Difference between observed and predicted ar-
rival times as function of the angleθ (the angle between the dis-
continuity normal and the solar wind velocity – see also Fig.1).
Bottom panel: Difference between observed and predicted arrival
times as function of eigenvalue ratio for the minimum variance
based methods. The vertical axes in both panels show the time dif-
ferences1t=tmodel−tobserved. In the lower panel, red data points,
and the lower vertical axis indicate theλint/λmin eigenvalue ratio
for MVAB, whereas the blue symbols and the upper horizontal axis
indicate the corresponding ratioλmax/λint for the MVAB-0 method.

achieved if the orientation of the discontinuity is taken
into account.

– For the data set discussed here, the best predictions of
arrival times of discontinuities at the Earth’s magne-
topause are obtained if the orientation of the disconti-
nuity is obtained from constrained minimum variance
analysis of the magnetic field as suggested byWeimer
et al.(2003).

– The arrival predictions using flat delay deteriorates, but
not significantly, if the solar wind monitor is far away
from the Sun-Earth line. This argument may not be
very important in cases where the ACE spacecraft with
its maximum±40RE displacement from the Sun-Earth
line, but should be kept in mind if the IMF observations
are taken other solar wind monitors with larger lateral
displacements are used.

– In our data set, the MVAB-0 based method works fairly
well even for cases without a distinct discontinuity, and
provide more reliable predictions than the other meth-
ods.

– For cases without any clear discontinuities, the predic-
tion of the arrival times becomes less precise for both
the cross product method and the minimum variance
method.

– Despite the fact that propagation delay calculations
based on the constrained minimum variance analysis
performed better then the other methods, there are some
drawbacks with the method. Compared to a simple flat
delay calculation, which may be “good enough”, it is
computational much more complex.
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1. Introduction
[1] Many space weather phenomena, like geomagnetic

storms, aurora etc., are typically associated with dis-
turbances in the solar wind, in particular directional
changes in the interplanetary magnetic field (IMF). A
southward directed IMF interacts with the geomagnetic
field at the dayside magnetopause and causes enhanced
energy and momentum transfer from the solar wind to the
magnetosphere. The subsequent entry of this energy into
the terrestrial ionosphere can lead to disturbances in radio
communication, navigation systems and power grids. The
ability to predict such consequences is therefore a central
topic for space weather applications.
[2] Since actual measurements of the solar wind and

IMF are typically taken at large distances from the Earth,
e.g., from the Advanced Composition Explorer (ACE)
spacecraft orbiting the L1 libration point some 1.5 * 108 km
upstream of the Earth, any measurements need to be time
shifted to be representative for the conditions near the
upstream magnetopause where the interaction takes
place. The propagation time depends on both solar wind
velocity, orientation of the IMF and the location of the
solar wind monitor.

[3] A lot of effort has therefore been made to be able to
predict the propagation time of solar wind disturbances
between a monitor and a target position. One of the most
successful methods in terms of prediction accuracy is the
phase front model introduced by Weimer et al. [2003,
hereafter W03] and later benchmarked by, e.g., Weimer
and King [2008] and Mailyan et al. [2008].
[4] W03 noted that variations in the IMF primarily occur

within surfaces that can be arbitrarily tilted with respect to
the IMF orientation. They use the term phase front normal
(PFN) to describe the orientation of these surfaces, and use
minimum variance analysis on sliding time segments of
IMF measurements to determine the PFNs. In many
aspects, the analyzed time segments are thus treated as
discontinuities, although IMF variations within a time
segment usually do not fulfill more formal classifications
of a discontinuity suggested by, e.g., Tsurutani and Smith
[1979] and Lepping and Behannon [1986].
[5] As pointed out by Pulkkinen and Raststätter [2009,

hereafter PR09], one problem with the W03 method arises
from the use of quality criteria imposed on the minimum
variance analysis. Failure to satisfy these quality criteria
can lead to “locking” to certain orientations of the phase
fronts, and therefore an erroneous propagation time esti-
mation. To circumvent this problem, PR09 suggested a
modification which does not rely on these quality criteria,
and which prevents abrupt changes in the phase front
orientation. In this comment we point out some undesir-
able effects of the PR09 approach, and present an alter-
native solution.
[6] The outline of this paper is as follows. In section 2 we

give a brief review of the W03 method and the alterations
and optimizations proposed by PR09. In section 3 we point
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out and discuss some of the undesirable implications of
the PR09 modifications. In section 4 we then present an
alternate method to address some of the issues with the
W03 method. Section 5 contains a summary and re-
commendations.

2. Brief Review of the Weimer et al. [2003] and
Pulkkinen and Raststätter [2009] Methods
[7] In the W03 method, illustrated in Figure 1, the

orientation of an IMF phase front, represented by its
boundary normal,~n, is essential. The propagation time, t, of
a solar wind phase front from themonitor at position~rmon to
a target at~rtar, is given by

� ¼ ð~rmon �~rtarÞ �~n
h~vi �~n ð1Þ

where h~vi is the average solar wind bulk flow velocity
within the sliding time segment.
[8] W03 uses minimum variance analysis of the mag-

netic field (MVAB) to obtain the normal. MVAB implies
finding a new coordinate system organized according to
the variance of the magnetic field. The direction of mini-
mum variance serves as an estimator of the boundary
normal of a structure. Mathematically, MVAB involves
diagonalization of the magnetic covariance matrix to
obtain a set of eigenvalues and eigenvectors which defines
the new coordinate system [e.g., Sonnerup and Scheible,
1998].
[9] Although not explicitly apparent from the original

W03 paper, the covariance matrix they used gave a normal
direction almost (but not perfectly) perpendicular to the
average magnetic field. Bargatze et al. [2005] and Haaland et
al. [2006] pointed out that this property can be perfectly
satisfied either by performing the MVA on a data set with
the average B field subtracted, or by projecting the

covariance matrix from both sides with a projection matrix
containing averages. As demonstrated by PR09, these two
approaches are mathematically equivalent. In the litera-
ture, this form for minimum variance is sometimes
referred to as MVAB0 (where the 0 is used to indicate the
h~Bi · ~n = 0 property) or MVABC, (where the C is for con-
strained (where the constrain may also be formulated to
satisfy other properties) [see Sonnerup et al., 2004, 2006]).
Among others, the MVAB0 method is routinely used to
generate time shifted solar wind data in the OMNI data
set available from CDAWEB (http://cdaweb.gsfc.nasa.gov/
istp_public/).
[10] Physically, the h~Bi · ~n = 0 condition implies that the

IMF phase fronts have the nature of tangential dis-
continuities (TDs); that is, there is no magnetic field along
the normal and no flow of plasma through the disconti-
nuity. Recent studies by, e.g., Knetter et al. [2004] seem to
indicate that this assumption is valid, in particular for
discontinuities in the solar wind, but also for time periods
without any distinct discontinuities [Weimer and King,
2008; Mailyan et al., 2008].
[11] A frequently used quality criteria for MVAB is the

ratio between the three eigenvalues. Well separated eigen-
values, lmax � lint � lmin typically indicate well defined
eigenvectors [Sonnerup and Scheible, 1998]. For the con-
strained MVAB0 analysis, the only sensible ratio is lmax/
lint, the ratio between the largest and the intermediate
eigenvalue (the smallest eigenvalue will by definition be
zero). W03 put certain minimum requirements on the
eigenvalue ratio, and in a comprehensive benchmarking,
Weimer and King [2008] found that optimal results were
achieved if the eigenvalue ratio lmax/lint was above 7.8. In
addition to this eigenvalue threshold, they also required
that the cone angle between the boundary normal and the
solarwind bulk speedwas below 75° (see Figure 1). For time
segments where these criteria were not fulfilled, the pre-
vious valid phase front normal was used in the time delay
calculation.
[12] As pointed out by PR09, a undesirable effect of the

eigenvalue threshold was that the normal could remain
“locked” in certain directions if the MVAB results did not
provide eigenvalue ratios above this threshold. This
locking can in theory also occur if the IMF phase planes
change their orientation. A plausible explanation for poor
MVA results is the presence of fluctuations caused by
small‐scale structures in the solar wind. PR09 therefore
devised a method which did not utilize any eigenvalue
thresholds at all, but instead uses a weight function to get
smooth variations of the boundary normal:

~nðtjþ1Þ ¼~nðtjÞ þ 2

m
ð~n* �~nðtjÞÞ�t ð2Þ

where~n* is the phase front normal obtained from the W03
method, m is a weight factor and Dt is the sampling time
of the IMF. This scheme is effectively a low‐pass filtering
of the IMF phase plane orientation. The weight factor m
determines the degree of “smoothing.” Unlike the W03

Figure 1. Illustration of the phase front method to cal-
culate the solar wind propagation time between a
monitor (here ACE) and a target (the Earth’s magneto-
pause). The real positions of the monitor and targets,
as well as the phase front orientation (represented by
its boundary normal,~n), are taken into account. The pre-
dicted propagation time can then be calculated from the
expression in equation (1) [after Mailyan et al., 2008].
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method, the above approach provides a forward predic-
tion of the orientation which may be of advantage for real
time computations. The PR09 method also reduces the
issue of one phase front overtaking another.

3. Implications of the Alterations Proposed by
Pulkkinen and Raststätter [2009]
[13] While the alterations proposed by PR09 removes

the locking in issue, two undesirable implications arise
with this approach; First, the proposed modifications do
not preserve the h~Bi ·~n = 0 condition that is the underlying
assumption in the W03 model, and which is the key to the
success of the phase front method [Bargatze et al., 2005].
Also, since the proposed modifications effectively acts as a
low‐pass filter, no sharp changes in the IMF phase plane
orientation can occur. To our knowledge, however, no
mechanisms preventing such sharp changes exist in
nature.
[14] To demonstrate our concern, we refer to Figure 2,

which shows the magnitude of the IMF and the normal
component of IMF for the same event as shown in Figure 1
of PR09 (this time interval is also part of Figure 2 of
Weimer and King [2008]). We have here calculated the
normal according to equation (3) of PR09 (with the free
parameter m = 30) and projected it into the IMF measured
by ACE. Both PR09 and Weimer and King [2008] write that
they interpolate and resample the IMF data, but they do
not elaborate on details. In this paper we have applied the
interpolation and resampling procedure described by
Harvey and Schwartz [1998]. Apparent from Figure 2 is the
sometimes significant normal component (red line). For
the time interval shown, the normal component is on
average 11% of the total IMF magnitude, and during some
periods, the normal magnetic field constitutes 98% of
∣BIMF∣, i.e., almost as big as the IMF itself. Recall that the
normal component of the unmodified W03 model is by
definition zero, which is also more in agreement with our
present knowledge about solar wind discontinuities [e.g.,
Knetter et al., 2004].

[15] Physically, a significant normal component in the
magnetic field can be taken as an indication of ongoing
reconnection, and hence transfer of plasma from one side
to the other side of the phase plane surface. For a rota-
tional discontinuity and any planar Alfvén wave, the
plasma flow is proportional to the normal component
[Paschmann and Sonnerup, 2008]. In theory, an independent
check of to determine whether a structure is of Alfvénic
nature can be done by consulting the plasma data, and
performing the so‐called Walén test [Khrabrov and
Sonnerup, 1998a; Paschmann and Sonnerup, 2008]. How-
ever, due to the high flow speed of the solar wind, com-
bined with the limited time resolution of present
generation plasma instrumentation, one can at best only
resolve structures with scale sizes of a few 1000 km. In the
case of ACE, plasma data are routinely available at 64 s
resolution [McComas et al., 1998], corresponding to spatial
resolutions of several 10,000 km.
[16] We should here strongly emphasize that we do not

claim that the rotational discontinuities cannot exist in the
solar wind (see, e.g., Gosling et al. [2009, and references
therein] for an updated discussion about Alfvén fluctua-
tions and reconnection in the solar wind). For this par-
ticular purpose, however, and given the insignificant
improvement provided by the PR09 method, the
assumption that the phase planes are TDs seem to be
more justified. We therefore suggest that any improve-
ments of the phase plane method should take this into
account.

4. Proposal for an Alternative Method to
Improve Boundary Normal Determination
[17] As pointed out, the PR09 modification is effectively

a low‐pass filtering of the phase front normal direction to
exclude the effect of small‐scale fluctuations in the IMF.
Rather than using this approach, we propose that filtering
should be performed on the input data to the MVAB, i.e., a
filtering of the B field measurements. Also, instead of a

Figure 2. IMF magnitude (black line) and normal component of B (h~Bi ·~n) (red line) resulting from
application of the modification in the work by Pulkkinen and Raststätter [2009]. During some periods,
the normal component constitutes a significant fraction of the total IMF.
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filtering in the frequency domain, we suggest to do the
filtering in amplitude domain.
[18] A drawback with frequency filtering (averaging,

low‐pass filtering, using spin averages etc.) is that any
sharp transitions in the data disappear. In particular for
solar wind applications, the high solar wind bulk velocity
cause shock fronts and discontinuities to be smeared out
unless the time resolution of the measurements is suffi-
ciently high. Furthermore, since MVAB is a statistical
method, any reduction of the number of data points also
increases the statistical uncertainty and thus error bounds
for the variance analysis [Khrabrov and Sonnerup, 1998b;
Sonnerup and Scheible, 1998].
[19] A method which has proved to yield better results is

wavelet denoising. The original signal (the measured IMF)
is then transformed into wavelet domain, which effectively
decomposes the signal into a finite number of frequency
and amplitude bins. The part of the signal that represents
“noise” (in this case the low‐amplitude fluctuations and
wave activity) are then removed. Thereafter, the signal is
transformed back into time domain again. If the signal in
question is a vector, each component is treated individually.
[20] Any localized function, h(t), can be used as a basis

for wavelet transforms as long as it satisfies the admissi-
bility criteria:

Z 1

�1
hðtÞ ¼ 0;

Z 1

�1
jhðtÞj2 < 1 ð3Þ

For more information about wavelets types and wavelet
denoising in general, we refer to papers by, e.g., Donoho
[1992], Graps [1995], Daubechies [1992], and Torrence and
Compo [1998, and references therein].
[21] Wavelet denoising, using Morlet wavelets, was

tested out on magnetic field measurements obtained by
the AMPTE IRM and UKS spacecraft during a series of
magnetopause crossings by Haaland and Paschmann [2001].
The purpose of that study was to establish accurate
boundary normals of the terrestrial magnetopause.
Wavelet filtering of the input signal prior to MVAB gave
an improvement of the eigenvalue ratio in 28 of 30 cases
investigated.
[22] In Figure 3 we show some results from this tech-

nique applied to the IMF during the period 0500–0700 UT
on 2 July 1997 (same event as discussed above, and also
used for benchmarking by Weimer and King [2008] and
PR09). The first three panels show the three GSE com-
ponents of the IMF for this day. Black lines are the original
measurements and the red lines show the “denoised”
signal. In the wavelet domain, we have here removed (i.e.,
set to zero) all coefficients representing amplitudes below
2% of the total dynamic range of the signal, and then
transformed back to the time domain. The large‐scale
variations, and in particular the fast rotations seen, e.g., in
By component around 0612 UT are retained.
[23] It should be pointed out that we did not try any

optimization at all on the wavelet filtering. The 2%
threshold mentioned above is the same as that used by

Haaland and Paschmann [2001]. Further improvements can
be achieved by adjusting the wavelet threshold and/or
trying different data segment lengths.
[24] If we now use the denoised signal as input for the

Weimer model, we obtain the eigenvalue ratios shown in
the fourth panel of Figure 3. The average (i.e., both mean
and median) eigenvalue ratio is now significantly
improved. For the 2 h time interval (i.e., 480 samples with
15 s resolution) shown here, 165 samples fail to meet the
eigenvalue ratio of 7.8 when using the unmodified mea-
surements. For the denoised signal, only 64 samples fail to
meet this threshold. For the full 24 h period as shown in
Figure 2 of PR09, the corresponding numbers are 2192 and
796, respectively. Much of the arguments for the PR09
modifications are thus resolved.
[25] Alternatively, if phase front locking is not an issue,

the use of wavelet denoised signals as inputs to the min-
imum variance allows for higher eigenvalue quality
thresholds for the W03 method.

5. Summary
[26] In this paper, we have pointed out some undesir-

able effects of the MVA based propagation delay calcu-
lation presented by PR09. In particular, the sometimes
dominant normal magnetic field component and the fact
that no sharp changes in IMF are allowed, contradict our
present understanding of solar wind phase planes and
directional discontinuities in the solar wind. Although the
sole purpose of the modifications suggested by PR09 was
to improve the arrival prediction of solar wind phase
fronts, we suggest that any tools and methods should be
based on known physical properties of the solar wind.
[27] While we recognize that small‐scale structures and

fluctuations in the IMF can distort or invalidate minimum
variance based normal determination, we suggest that any
attempt to remove effects of such structures should be
done in the input data. One way to achieve this is to use a
wavelet based denoising technique for removal of such
fluctuations. As demonstrated, the use of this technique
largely reduces the issue which was the motivation for the
modifications by PR09. Wavelet toolboxes are readily
available for many software packages, so the implemen-
tation and application are not necessarily more compli-
cated than the modification suggested by PR09. The
required calculations are not very computer intensive, so
near real‐time denoising should also be possible.
[28] We have not tested how our alternate method per-

forms for the MHD simulation by PR09 or any other real‐
time applications for that case. Given the insignificant
improvement the PR09 method provided, and the number
of other sources of complications for real‐time space
weather predictions, we remain somewhat sceptical.
However, we plan to test out the denoising technique
extensively on the data set discussed by Mailyan et al.
[2008] to address this issue.
[29] The PR09 results demonstrate how important

accurate solar wind input data can be for modeling pos-

HAALAND ET AL.: COMMENTARY S06005S06005

4 of 6



Figure 3. Time segment with results from the proposed wavelet denoising technique. First three
panels show GSE components of the IMF at ACE. Solid black lines show the original ACE measure-
ments but resampled to 15 s resolution as in the work by Weimer et al. [2003] and Pulkkinen and
Raststätter [2009]. Red lines are the corresponding denoised signal. Sharp transitions are retained,
but small amplitude variations are removed. Fourth panel shows eigenvalue ratio l max/lint. The
black line shows the ratio for the standard W03 method, and the red line shows the corresponding
ratio for the denoised signal. The eigenvalue ratio for the denoised signal is significantly higher, and a
fewer periods fail the eigenvalue threshold of 7.8, marked with a dashed line in the fourth panel.
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sible consequences of space weather. Accurate propaga-
tion delay calculations and methods are therefore essen-
tial elements for space weather forecasts.
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[1] We present a statistical study of the performance of three methods used to predict the
propagation delay of solar wind structures. These methods are based on boundary normal
estimations between the Advanced Composition Explorer (ACE) spacecraft orbiting the
L1 libration point and the Cluster spacecraft near the Earth’s magnetopause. The boundary
normal estimation methods tested are the cross product method (CP), the minimum
variance analysis of the magnetic field (MVAB), and the constrained minimum variance
analysis (MVAB0). The estimated delay times are compared with the observed ones
to obtain a quantitative measure of each method’s accuracy. Boundary normal estimations
of magnetic field structures embedded in the solar wind are known to be sensitive
to small-scale fluctuations. Our study uses wavelet denoising to reduce the effect of these
fluctuations. The influence of wavelet denoising on the performance of the three methods
is also analyzed. We find that the free parameters of the three methods have to be adapted
to each event in order to obtain accurate propagation delays. We also find that by using
denoising parameters optimized to each event, 88% of our database of 356 events are
estimated to arrive within˙2 min from the observed time delay with MVAB, 74% with CP,
and 69% with the MVAB0 method. Our results show that wavelet denoising significantly
improves the predictions of the propagation time delay of solar wind discontinuities.
Citation: Munteanu, C., S. Haaland, B. Mailyan, M. Echim, and K. Mursula (2013), Propagation delay of solar wind
discontinuities: Comparing different methods and evaluating the effect of wavelet denoising, J. Geophys. Res. Space Physics,
118, 3985–3994, doi:10.1002/jgra.50429.

1. Introduction
[2] Due to the lack of continuous monitoring of solar wind

properties close to the Earth, solar wind measurements often
need to be translated from an upstream monitor to the Earth’s
bow shock location. To accurately predict the propagation
time of magnetic field structures embedded in the solar wind,
one needs to take into account the orientation of the bound-
ary normal of those structures. The challenge here is that
most methods used to estimate these boundary normals are
affected by small-scale fluctuations superposed on the mag-
netic field structure. Instead of using frequency filtering,
which smears out the discontinuities and reduces the num-
ber of data points, we use wavelet denoising to reduce the
effect of these fluctuations. Wavelet denoising is especially
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suited to remove low-amplitude high-frequency fluctuations
while leaving the high-amplitude low-frequency parts of the
signal unchanged.

[3] Horbury et al. [2001] used data from Advanced
Composition Explorer (ACE) and Wind spacecrafts to study
the propagation time of discontinuities characterized by
southward interplanetary magnetic field (IMF) turnings.
They showed that the best estimates of the propagation
time were obtained when the orientation of discontinuities
was calculated with the cross product method (CP), which
assumes that the boundary normal is given by the cross
product between the mean magnetic field upstream of the
discontinuity and the mean magnetic field downstream of it.

[4] Mailyan et al. [2008] studied statistically the
propagation time of about 200 IMF structures between ACE
and Cluster. They computed the propagation time using
four different methods: the flat delay method (FD), which
assumes a constant convective motion of the structure along
the Sun-Earth line, the CP method, the minimum variance
analysis (MVAB), and the constrained minimum variance
analysis (MVAB0) finding that the best results are obtained
with MVAB0.

[5] Pulkkinen and Rastätter [2009] proposed a new
method for computing the boundary normals of solar wind
discontinuities. One of their motivations was the removal
of the influence of small-scale fluctuations on the computed
normals. Their method, based on MVAB0, uses a weight
function to get smooth variations of the boundary normal,
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Figure 1. Illustration of a solar wind discontinuity propa-
gating from ACE to Cluster (Target). Positions of the Sun,
Earth, ACE and Cluster spacecraft, and the model disconti-
nuity and its normal n at angle � with respect to the solar
wind velocity VSW are shown. Note that this is just a sketch
and both position and dimensions are not to scale (adapted
from Mailyan et al. [2008]).

thus effectively low-pass filtering the computed normals.
To test their time shift method, they used a global MHD
model that computed the ground magnetic field. Although
their method did provide some improvement in the timing
of the modeled magnetic field, the improvements were not
systematic and could not be detected in a statistical sample.

[6] Haaland et al. [2010] proposed a different approach of
improving the boundary normal determination. They empha-
sized that the filtering should be performed on the input
data rather than on the obtained normals. Also, instead
of frequency filtering, they suggested the use of wavelet
denoising, which was already tested on magnetic field mea-
surements by Haaland and Paschmann [2001].

[7] Our study extends the analysis in Mailyan et al.
[2008] by including the effect of wavelet denoising on the
timing accuracy of three propagation delay estimation meth-
ods: CP, MVAB, and MVAB0. We also analyze the effect
of varying the free parameters of the three methods on the
timing accuracy.

[8] The paper is organized as follows. Section 2 presents
the data sources and database of events. Section 3 discusses
the time delay estimation methods. In section 4 we describe
the approach adopted for wavelet denoising. Section 5 illus-
trates the results obtained for a case study, and section 6
gives the statistical results of the study. Section 7 summa-
rizes the paper.

2. Data Description
[9] We use data from the ACE spacecraft in the solar

wind and the Cluster spacecraft near the Earth’s magne-
topause. ACE orbits the L1 libration point at approximately
1.5 � 106 km upstream of the Earth. Cluster contains four
identical satellites flying in close formation around the Earth.
It has a 90ı inclination elliptical polar orbit, with perigee at
4 RE, apogee around 20 RE, and orbital period of approxi-
mately 57 h. Cluster’s apogee is in the upstream solar wind
mainly from January to April every year, so our study will
focus only on this period.

[10] In this work we use ACE magnetic field data from
the MAG instrument [Smith et al., 1998] at 16 s resolution
and solar wind velocity data from the Solar Wind Electron,
Proton, and Alpha Monitor instrument [McComas et al.,

Figure 2. Sample IMF discontinuity observed by ACE and Cluster 3 on 06 January 2003: (a) X compo-
nent of the solar wind velocity measured by ACE; (b) magnetic field components measured by ACE; (c)
magnetic field components at C3 location. Figure 2b also depicts the time interval �1 = 8 min centered
on the discontinuity and the time intervals �2 = 4 min on each side of �1, used in the cross product (CP)
method. In Figures 2b and 2c, blue, green, and red lines indicate Bx, By, and Bz components of the IMF.
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Figure 3. Illustration of the effect of varying the parameters of time delay estimation methods on the
estimation accuracy and on the quality criteria of boundary normal estimation applied on the data from
the 06 January 2003 event. The first row shows the CP method results: (a) the time delay estimation
accuracy �tCP = tCP – tobserved as a function of �1 and �2, (b) the orientation angle �CP as a function of �1
and �2, and (c) the shear angle �CP (the angle between the mean upstream and downstream magnetic field
vectors) as a function of �1 and �2. The second row shows the MVAB method results: (d) the time delay
estimation accuracy�tMVAB as a function of �3, (e) the orientation angle �MVAB as a function of �3, and (f)
the eigenvalue ratio EvRMVAB as a function of �3. The third row shows the MVAB0 results: (g) the time
delay estimation accuracy �tMVAB0 as a function of �4, (h) the orientation angle �MVAB0 as a function of
�4, and (i) the eigenvalue ratio EvR0MVAB0 as a function of �4.

1998] at 64 s resolution. Cluster data are from the Fluxgate
Magnetometer (FGM—see Balogh et al., 2001) and from
the Cluster Ion Spectroscopy (CIS) experiment [Rème et al.,
2001], both at 4 s time resolution. Since we focus on the
propagation delay of solar wind discontinuities between two
points, most of the Cluster measurements are taken only
from one spacecraft, Cluster 3, from now on referred as C3.

[11] Our database consists of 356 solar wind discontinu-
ities observed by both ACE and C3 in the period 2001–2012.
This database expands the data set used in Mailyan et al.
[2008]. We first identified clear magnetic field rotations in
C3 measurements by visually examining the Cluster sum-
mary plots. Since we focus on periods when C3 is in the
upstream solar wind, we also examined the Cluster nominal
position and the ion temperature (from the CIS experiment)
to avoid any influences of bow shock processes (Gosling et
al. [1978], Paschmann et al. [1981], and, for a recent review,
Burgess et al. [2012]). Then we examined the ACE mag-
netic field measurements about an hour earlier in order to see
if the same field rotation could be found there. Throughout
the paper we will interchangeably use the terms “magnetic
field structure,” “magnetic field rotation,” “directional dis-
continuity,” or just “discontinuity.” From a theoretical point
of view this is not completely correct, but, for the purpose of
our study, every amplitude change of at least 5 nT in less that
� 5 min in one or more components of the magnetic field is
considered a discontinuity.

[12] All the satellite data were downloaded through
the Automated Multi Dataset Analysis system (AMDA)

[Jacquey et al., 2010] (http://cdpp-amda.cesr.fr/DDHTML/
index.html), a web-based facility for online data analysis of
space physics data.

3. Time Delay Estimation Methods
[13] IMF discontinuities are considered to be locally pla-

nar structures tilted at arbitrary angles with respect to the
Sun-Earth line. The configuration of a solar wind disconti-
nuity propagating from ACE to C3 spacecraft is illustrated
in Figure 1. The tilt of the discontinuity with respect to the
flow direction, referred to as � angle, and the displacement
of the two satellites from the Sun-Earth line can have an
important influence on the estimated time delay between the
two satellites. Assuming that the radial propagation speed of
the discontinuity is given by the projection of the solar wind
velocity vector VSW onto the boundary normal direction n
and that the relative distance between the two observation
points with respect to the discontinuity is the observed dis-
tance D projected onto n, the time delay dt between the two
points is given by

dt =
D � n

VSW � n
. (1)

We use here three boundary normal estimation methods : CP,
MVAB, and MVAB0 (as in Mailyan et al. [2008]). The CP
method assumes that the discontinuity normal is given by the
cross product between the mean upstream magnetic field B1
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Figure 4. Illustration of wavelet denoising for the event on 06 January 2003. Shown are the denoising
results for the Morlet wavelet function at the threshold levels (a) p = 2 and (d) p = 10, the Mexican Hat
wavelet at (b) p = 2 and (e) p = 10, and Paul wavelet at (c) p = 2 and (f) p = 10. Blue, green, and red lines
indicate original (thin lines) and denoised (thick lines) Bx, By, and Bz components of the magnetic field
measured by ACE.

and the mean downstream magnetic field B2 [Colburn and
Sonett, 1966]:

nCP =
B1 � B2

|B1 � B2|
. (2)

Strictly speaking, equation (2) is valid only in case of
tangential or quasi-tangential discontinuities (TDs), i.e., pla-
nar structures with zero magnetic field along the normal
[Colburn and Sonett, 1966]. The use of the CP method is
justified by the fact that the large majority of our disconti-
nuities have a small magnetic field normal component (as
shown in Figure 11 along with other results). To compute
the two vectors, we need to set two time intervals: �1 and
�2. The time interval �1 is centered on the discontinuity with
its left margin coinciding with the end point of a time inter-
val of length �2 over which the average field at “left,” B1,
is computed. The right margin of �1 coincides with the first
point of a time interval of length �2 over which the average
field at “right,-” B2, is computed (see Figure2 for a graphi-
cal representation of the two time intervals). The uncertainty
in boundary normal estimation increases with increasing
collinearity between B1 and B2 [Knetter, 2005]. The shear
angle �, i.e., the angle between B1 and B2, and the � angle
can be used as quality factors for the normal estimation.
Mailyan et al. [2008] showed that values of � larger than
� 70ı can lead to erroneous time delay estimations.

[14] MVAB is the most frequently used method to obtain
the orientation of a planar magnetic field structure [see,
e.g., Sonnerup and Scheible, 1998]. One first computes the
eigenvectors and eigenvalues of the covariance matrix of
magnetic field measurements, M��:

M�� = hB�B�i – hB�ihB�i, (3)

where h...i denotes averaging over a certain time interval
centered on the discontinuity, indicated here as �3. The
eigenvector corresponding to the smallest eigenvalue is used
as an estimator for the boundary normal nMVAB. The ratio

between the intermediate and minimum eigenvalues, called
EvRMVAB, and the � angle can be used as quality factors of
the normal estimation [Mailyan et al., 2008].

[15] Previous studies about solar wind discontinuities sug-
gest that most of them resemble TDs [Knetter, 2005]. Know-
ing this, we can estimate the boundary normal using the
constrained minimum variance analysis (MVAB0), where
the normal magnetic field is zero by definition [Sonnerup
and Scheible, 1998]. In MVAB0, the covariance matrix M��

(equation (3)) is replaced by

Q0 = PikM��Pnj with : Pij = ıij – bibj, (4)

where ıij = 1 for i = j and 0 otherwise, and b = hBi/|hBi| is
the direction of the average magnetic field. The time inter-
val �4 centered on the discontinuity and used to calculate
the covariance matrix Q0 is a free parameter in MVAB0.
The eigenvalues and eigenvectors of Q0 have now a different
meaning: the lowest eigenvalue is zero, and its correspond-
ing eigenvector is b. The eigenvector corresponding to the
lowest nonzero eigenvalue is now the normal estimator
nMVAB0. The ratio between the maximum and intermediate
eigenvalues, called EvR0MVAB0, and the � angle can be used
as quality factors of the normal estimation [Mailyan et al.,
2008].

[16] The results from the above mentioned three methods
are also compared with the results obtained assuming a sim-
ple convective motion of discontinuities along the Sun-Earth
line, referred to in the literature as the flat delay method (FD)
[Mailyan et al., 2008]. Here, the time delay between the two
observation points is given by

dtFD =
Dx

Vx
, (5)

where Dx is the XGSE component of the distance D between
ACE and C3 and Vx is the XGSE component of the solar wind
velocity vector VSW.
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Figure 5. Illustration of the effect of model parameters on the accuracy of time delay estimation and
quality criteria for the wavelet denoised data (Morlet, p = 10) shown in Figure 4d. The format is the same
as in Figure 3.

4. Wavelet Denoising
[17] Wavelet denoising is a powerful technique bearing

similarities with frequency filtering. Instead of removing
frequency components from the signal, wavelet denoising
removes certain wavelet coefficients based on their ampli-
tude. The continuous wavelet transform of a time series
f(t) is

T(a, b) =
Z
1

–1
f(t) a,b(t) dt, with  a,b(t) = a–1/2 

�
t – b

a

�
, (6)

where a is the scale parameter, b is the translation param-
eter,  is the wavelet mother function, and T(a, b) is the
wavelet coefficients matrix (see, e.g., Daubechies [1992] for
more details).

[18] The large-amplitude low-frequency components of
the time series and the low-amplitude high-frequency ones
(the “noise”) are occupying different amplitude ranges in
the coefficients matrix T(a, b). Our study uses hard thresh-
olding as a wavelet denoising method, in which all wavelet
coefficients below a certain amplitude level are set to zero.
The threshold amplitude level p is defined here as a percent-
age of the total amplitude range of the coefficients matrix.
For example, a denoising with p = 0 leaves the time series
unchanged while a denoising with p = 10 sets to zero all
coefficients with amplitudes smaller than 10% of the total
amplitude range of the matrix T(a, b). The resulting wavelet
coefficients are defined as

T d(a, b) =
�

T(a, b) , if |T(a, b)| > ( p/100) �max(|T(a, b)|),
0 , if |T(a, b)| � ( p/100) �max(|T(a, b)|). (7)

There is also the possibility of using soft thresholding, where
all wavelet coefficients are translated toward zero by the
amount (p/100) � max(|T(a, b)|) [Donoho, 1995]. The soft
thresholding technique was devised in order to preserve the
smoothness of the original signal after denoising. Since we

are interested only in preserving the sharp discontinuities,
the hard thresholding method is more appropriate.

[19] Because the continuous wavelet transform is redun-
dant, there is no unique way of defining a reconstruction for-
mula. The inverse continuous wavelet transform is presented
classically in the double integral form:

f d(t) = C 
Z

a

Z
b

a–2T d(a, b) a,b(t) da db, (8)

where C is a constant depending only on the wavelet
mother function  (empirically derived values of C 
for some commonly used wavelet functions are given in
Torrence and Compo [1998]).

[20] An important factor to be considered in wavelet anal-
ysis is the wavelet shape, which should reflect the type of
features present in the time series. We tested three families
of wavelets: Morlet, known to be accurate in the frequency
domain, Paul that has a good time resolution, and the second
derivative of a Gaussian, also known as the Mexican Hat
wavelet, that has lower frequency and time resolutions [De
Moortel et al., 2004]). Since our denoising thresholds are
very low, i.e., only a small fraction of the signal is removed,
properties such as frequency and time resolution will not
have a profound effect on the reconstructed time signal. The
effects of the wavelet basis on the denoising are discussed in
sections 5 and 6.

[21] As used here, wavelet denoising has two free parame-
ters: the wavelet function and the threshold level p. Values
of p larger than � 10 lead to the smearing out of discontinu-
ities; therefore, the maximum value of p is set to 10. This is
by no means the only way of denoising a time series using
wavelet-based algorithms, and we plan to extend our study
in subsequent papers by testing other denoising schemes.
The denoising procedure described above is applied inde-
pendently to each of the three components of the magnetic
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Figure 6. The fraction of discontinuities with time delay accuracy�t within˙2 min, f2–min, as a function
of method parameters: f2–min for (a) CP as a function �1 and �2, (b) for MVAB as a function �3, and (c)
for MVAB0 as a function of �4. The parameters that maximize the 2 min fractions are �1

m = 2 min and
�2

m = 4 min for CP, and �3
m = 5.33 min and �4

m = 8.33 min for MVAB and MVAB0, respectively.

field. Further details about wavelet denoising can be found in
Donoho and Johnstone [1995], Donoho [1995], and Donoho
et al. [1995].

5. Case Study, 6 January 2003
[22] Figure 2 shows a sample discontinuity observed by

ACE at 18:01 UT on 06 January 2003. Figures 2a and
2b depict the X component of the solar wind velocity and
the magnetic field measured by ACE respectively, while
the magnetic field measurements of the same discontinuity
detected by C3 at 19:03 UT are shown in Figure 2c. The
observed time delay, dtobs, between ACE and C3 is in this
case 62 min.

[23] We have computed the time delay accuracy
�tmet = dtmet – dtobs, where dtmet is the time delay estimated
using one of the three methods (CP, MVAB, or MVAB0),
and also the related quality factors (�met, �CP, EvRMVAB, and
EvR0MVAB0). The results are shown in Figure 3. The parame-
ters �1, �2, �3, and �4 are varied from 2 to 10 min, with a step
size of 1/3 min � 0.33 min. The choice of the 1/3 min (20 s)

time step is motivated mainly by the time resolution of ACE
magnetic field data (16 s). If we had used an increment of
1/4 min (15 s), the time step would have been smaller than
the time resolution of the data, and this would have intro-
duced unnecessary and redundant computations. A step size
of 20 s assures that every increment corresponds to adding at
least one data point to the computations. The best result for
CP is obtained when �1 = 7.33 min and �2 = 2 min, corre-
sponding to a minimum in |�tCP| of� 35 s. We see that good
accuracy (values of |�tCP| smaller than 2 min) corresponds
to fairly small values of �CP and relatively large values of the
quality factor �. Figure 3 shows that, in the case of this dis-
continuity, values of �CP larger than about 55ı and � smaller
than 115ı correspond to large values of |�tCP|, i.e., small
accuracy of time delay estimation.

[24] Figure 3 also presents the results for �tMVAB
(�tMVAB0), �MVAB (�MVAB0), and EvR (EvR0) as a function of
�3 (�4). The best results are obtained for �3 = �4 = 2.33 min,
which give a minimum |�t| of � 30 s. The sharp separation
in MVAB between accurate time delay predictions for val-
ues of �3 � 6 min and highly inaccurate ones for �3 > 6 min
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Figure 7. f2–min for the three time delay estimation methods as a function of threshold amplitude level
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Figure 8. Distributions of time delay accuracy�t for (b) CP, (c) MVAB, and (d) MVAB0 obtained using
the method parameters that maximize the 2 min fractions presented in Figure 6 (Opt. dst., blue bins), the
individually optimized method parameters (Opt. met., green bins), and the individually optimized denois-
ing parameters (Opt. den., red bins). Also shown is the (a) histogram of time delay accuracy obtained
with the FD method. The percentage of discontinuities outside the ˙14 min interval for �t are shown in
the top right corner for each method.

is due to the rapid decrease in the Bx component around
17:57 UT, which is included in estimates using �3 > 6 min.
MVAB0 is much less influenced by the presence of the sharp
decrease in Bx, leading to a more smooth dependence of
�tMVAB0 and �MVAB0 on �4. Using values larger than 6 min for
the parameter �3, the quality factor �MVAB increases abruptly
to values larger than 80ı, and EvRMVAB decreases to values
smaller than 2. This shows that, in the case of this disconti-
nuity, poor time delay accuracy corresponds to large values
of �MVAB and small values for EvRMVAB.

[25] Figure 4 shows the denoised magnetic field super-
imposed on the original time series for the three wavelet
functions mentioned in the previous section and two thresh-
old levels, p = 2 and p = 10. We see that the threshold level
has a more important effect on the results than the wavelet
function (see also Figure 7). We also see that denoising with
p = 10, for all wavelet bases, removes the sharp decrease in
Bx (at 17:57 UT) responsible for the erroneous time delays
obtained using �3 > 6 min.

[26] Figure 5 shows an analysis similar to the one pre-
sented in Figure 3 using the denoised time series presented
in Figure 4d (Morlet wavelet function and threshold level
p = 10). While denoising leaves the results of CP and
MVAB0 largely unchanged, the MVAB results are signifi-
cantly improved. The MVAB method applied on denoised
data predicts now a correct time delay (with an accuracy
within ˙2 min) for all values of the parameter �3 between
2 to 10 min. Denoising also increases the eigenvalue ratio
EvRMVAB, thus allowing the use of increased lower limits for
this quality factor, resulting in a better overall data quality.

6. Statistical Results
[27] Figure 6 shows how the fraction of discontinuities

with accurate time delay estimation (i.e., within ˙2 min,
indicated as f2–min) varies as a function of method parame-
ters, for each of the three methods. The f2–min were computed
with �1, �2, �3, and �4 ranging from 2 to 10 min with the
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Figure 9. Illustration of the influence of wavelet denoising on the orientation angle � . (top) Histograms
of � angles for (a) CP, (b) MVAB, and (c) MVAB0. (bottom) Time delay accuracy �t as a function of �
for (d) CP, (e) MVAB, and (f) MVAB0. Blue, green, and red colors have the same meaning as in Figure 8.
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Figure 10. Illustration of the influence of wavelet denoising on the eigenvalue ratios EvR and EvR0,
computed with MVAB and MVAB0, respectively. (top) Histograms of (left) EvR and (right) EvR0.
(bottom) Time delay accuracy�t as a function of (left) EvR and (right) EvR0. Blue, green, and red colors
have the same meaning as in Figure 8.

same time step as described in the previous section (20 s).
The parameters that maximize f2–min are �1

m = 2 min, �2
m =

4 min, �3
m = 5.33 min, and �4

m = 8.33 min. Using this set
of parameters, 45% of discontinuities are estimated within
˙2 min from the observed times for CP, 35.5% for MVAB
and 47.5% for MVAB0. The accuracy of time delay esti-
mation improves when a shorter �1 is used in CP, decreases
when increasing �3 in MVAB, and is relatively constant
when varying �4 for MVAB0. In each case we obtain only
modest fractions of accurate time delay estimations (below
50%) regardless of the set of parameters used. A similar opti-
mization procedure was used by Weimer and King [2008]
to determine the optimum set of parameters for CP and
MVAB0. They found that the best results are obtained if
�1 = 0 min, �2 = 2.13 min, and �4 = 6.66 min and that
the estimation accuracies are relatively equal for the two
methods. Mailyan et al. [2008] used the set of parameters:
�1 = 7 min, �2 = 2.66 min, and �3 = �4 = 7 min and deter-
mined that the best results are obtained with the MVAB0
method.

[28] Figure 7 depicts the f2–min computed with �1
m, �2

m,
�3

m, and �4
m and different wavelet functions as a function of

denoising threshold level p. The wavelet functions tested are
Morlet (blue), Mexican Hat (green), and Paul (red line); the
threshold level p is varied from 0 to 10, with a step size of
0.1. For example, the first point of the green line in Figure 7a
represents the f2–min computed using �1

m and �2
m in the CP

method for all discontinuities, the second point is computed
by first denoising the time series used as input in CP with
the Mexican Hat wavelet and a threshold p = 0.1 and then
calculating f2–min as above, the third point is computed with
a threshold p = 0.2, and so on. Figure 7 shows that the
three methods are quite stable to small values of p, but a
clear decreasing trend is seen as p increases. For CP and
MVAB0 the decreasing trend is reduced compared with the
MVAB method, and also the variability of f2–min is slightly

lower for CP and MVAB0. A notable result is obtained for
MVAB using the Morlet wavelet, where we see that up to p
� 3, f2–min is clearly above the values corresponding to the
other two wavelet functions; between p = 3 and p = 5 the
values of f2–min are comparable, and above p = 5 the values
obtained with MVAB are lower than the ones for the other
two wavelet functions. This effect may be due to the lower
temporal resolution of the Morlet wavelets that are able to
filter out more efficiently the high-frequency fluctuations,
leading thus to the smearing out of the sharp discontinuities.
Figure 7 also shows that by using the same set of denois-
ing parameters for all discontinuities, the fraction of accurate
time delay estimations shows only a very small increase for
small values of the threshold parameter p, if at all.

[29] In order to calculate the optimum parameters of the
boundary normal estimation methods for each event indi-
vidually, we varied �1, �2, �3, and �4 from 2 to 10 min, with
a step size of 20 s, and determined those values that mini-
mize the time delay accuracy |�t| (as in Figure 3). Figure 8
shows the distribution of �t for each method in the case of
optimized method parameters (Opt. met., indicated as green
bins). It is clear that the percentages of accurate time delay
estimations are significantly improved. As a matter of fact,
f2–min increased up to 69% for CP, 65% for MVAB, and 59%
for MVAB0.

[30] Then we determined the optimum set of denoising
parameters for each discontinuity individually. The opti-
mization procedure is similar to the one applied to optimize
the method parameters. To optimize the set of denoising
parameters, we use the optimum method parameters for each
discontinuity and then compute the time delays for different
denoising parameters. The optimum set of denoising param-
eters is the one that maximizes the prediction accuracy. The
distributions of �t in this case are presented in Figure 8
as red bins indicated as “Opt. den.” and clearly show that
the f2–min increases up to 74% for CP, 88% for MVAB, and
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Figure 11. Illustration of the influence of wavelet
denoising on the mean magnetic field along the boundary
normal, Bn, computed with MVAB. (top right corner) The
percentage of discontinuities with Bn outside the ˙5 nT
interval. Blue, green, and red colors have the same meaning
as in Figure 8.

69% for MVAB0. The rather small improvement for CP was
expected since a high accuracy was already obtained by indi-
vidually optimizing the method parameters. In the case of
MVAB0 the wavelet denoising increases the 2 min fraction,
but a relatively large number of discontinuities still remain
outside the ˙2 min interval. The main result in Figure 8
is the improvement in the case of individually optimized
denoising parameters for MVAB, for which almost 99% of
discontinuities are now estimated with an accuracy within
˙6 min. Figure 8 also shows the results obtained with the
fixed set of parameters that maximize f2–min (indicated as
Opt. dst.) inferred from the results of Figure 6 (�1

m, �2
m, �3

m,
and �4

m). We see that f2–min for MVAB obtained using indi-
vidually optimized denoising parameters is more than 50%
larger that the corresponding fraction obtained with the fixed
set of parameters above.

[31] Figure 8a illustrates the results obtained with the FD
method. As expected, the prediction accuracy of FD is rather
poor compared with the other three methods, and only 30%
of events are predicted with a time delay accuracy�t within
˙2 min.

[32] We also studied the influence of wavelet denoising on
the statistics of discontinuity orientation for the three meth-
ods. The results are presented in Figure 9. We have already
seen in Figures 3 and 5 that the orientation angles � are influ-
enced by denoising for individual cases, but we now see that
the distribution is not significantly affected. The time delay
estimation accuracy for MVAB is improved by denoising
without significantly modifying the distribution of � angles.
This shows that time delay can be accurately estimated using
the MVAB method if a proper preliminary denoising is per-
formed, even if the plane of the discontinuity is almost paral-
lel to the Sun-Earth line (� angles close to˙90ı). In the case
of CP and MVAB0 methods, we see a large scatter in timing
accuracy for values of � larger than� 50ı, even for the opti-
mum denoising case. This means that discontinuities with
large � angles are predicted less accurately than the ones
with small angles. A similar result was reported in Mailyan
et al. [2008], which concluded that an acceptable maximum
value for � , for an accurate normal estimation, is 70ı.

[33] We studied also the influence of wavelet denoising on
the statistics of field rotation angles � calculated with the CP
method. The denoising procedure has no significant influ-
ence on the distribution of � angles, so we decided not to
show it.

[34] Figure 10 presents the influence of wavelet denois-
ing on the eigenvalue ratios for MVAB and MVAB0. The
EvR distribution is not significantly affected by denoising,
and the time delay accuracy is improved irrespective of the
EvR value, contrary to the other two cases (Opt. dst. and
Opt. met.) where better results are obtained for eigenvalue
ratios above� 8. The EvR0 distributions show that the num-
ber of discontinuities with EvR0 larger than 400 is doubled
after denoising, compared with the results obtained for Opt.
dst. We see that the time delay accuracy is improved after
denoising irrespective of EvR0.

[35] We also studied the influence of wavelet denoising
on the mean magnetic field along the boundary normal com-
puted with MVAB. The results are presented in Figure 11.
Using the parameter �3

m, we find that 59% of discontinuities
are estimated to have a Bn component in the ˙1 nT interval
and 3.9% are outside the ˙5 nT interval. Using the individ-
ually optimized method parameters (Opt. met.), we find that
68% are now in the˙1 nT interval and only 2.2% are outside
the ˙5 nT interval. For the individually optimized denois-
ing parameters (Opt. den.), 64% are in the ˙1 nT interval
and only 1.4% are outside the ˙5 nT interval. These results
show that even before denoising the majority of disconti-
nuities in our database had a very small normal component
of the magnetic field and denoising only slightly increases
this number. The small normal component of the magnetic
field indicates that most of the discontinuities in our database
resemble tangential discontinuities.

7. Summary and Conclusions
[36] We have presented a statistical analysis of the per-

formance of three methods (CP, MVAB, and MVAB0) to
compute the propagation delay of solar wind discontinuities
and the influence of wavelet denoising on this performance.
We analyzed 356 discontinuities observed by both ACE,
located at L1, and C3, close to the Earth’s bow shock,
between 2001 and 2012.

[37] We found that by using the fixed set of param-
eters �1

m = 2 min, �2
m = 4 min, �3

m = 5.33 min, and
�4

m = 8.33 min, the fraction of discontinuities estimated to
arrive at C3 within ˙2 min from the observed time delay
(f2–min) is 45% for CP, 35.5% for MVAB, and 47.5% for the
MVAB0 method. These results are in good agreement with
the study by Mailyan et al. [2008], which also found that
the best method to obtain accurate propagation delays for
solar wind discontinuities is MVAB0. By tuning the method
parameters for each discontinuity individually, we can deter-
mine the optimum set of method parameters. We found that
f2–min increases significantly, up to 69% for CP, 65% for
MVAB, and 58% for MVAB0.

[38] Wavelet denoising was used to remove small-scale
fluctuations from magnetic measurements, which are known
to influence the estimation of the orientation of a discon-
tinuity, thus affecting the time delay estimation. We found
that by using a fixed set of denoising parameters for the
entire database of discontinuities we obtain only very small
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increases of f2–min, if any. By determining the optimum set of
denoising parameters for each discontinuity individually, we
found that f2–min increases significantly, up to 74% for CP,
88% for MVAB, and 69% for MVAB0. The fact that MVAB
is the most precise method demonstrates that it is more sen-
sitive to small-scale fluctuations than CP or MVAB0, and,
by denoising the input signal, we can improve significantly
the accuracy of time delay estimation.

[39] When the denoising is applied with a fixed set
of parameters, it does not have a significant impact on the
statistics of the time delays of solar wind discontinuities
in our database. Nevertheless, the denoising has a clear
positive effect when applied on variable time intervals
as demonstrated by the results obtained for the case
study presented in section 5 and by the individually
optimized denoising results presented in Figure 8. The
case study shows that denoising improves the accuracy of
discontinuity determination and allows for an increased
eigenvalue ratio threshold, resulting in better overall data
quality and the inclusion of a large number of events that
originally did not meet the quality criteria, thus improving
the statistics.
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ABSTRACT

We investigate Venus Express observations of magnetic field fluctuations performed systematically in the solar
wind at 0.72 Astronomical Units (AU), between 2007 and 2009, during the deep minimum of solar cycle 24. The
power spectral densities (PSDs) of the magnetic field components have been computed for time intervals that
satisfy the data integrity criteria and have been grouped according to the type of wind, fast and slow, defined for
speeds larger and smaller, respectively, than 450 km s−1. The PSDs show higher levels of power for the fast wind
than for the slow. The spectral slopes estimated for all PSDs in the frequency range 0.005–0.1 Hz exhibit a normal
distribution. The average value of the trace of the spectral matrix is −1.60 for fast solar wind and −1.65 for slow
wind. Compared to the corresponding average slopes at 1 AU, the PSDs are shallower at 0.72 AU for slow wind
conditions suggesting a steepening of the solar wind spectra between Venus and Earth. No significant time
variation trend is observed for the spectral behavior of both the slow and fast wind.

Key words: interplanetary medium – magnetic fields – plasmas – solar wind – turbulence

1. INTRODUCTION

The spectral properties of the magnetic field and plasma
fluctuations in the solar wind have been investigated in situ
over several decades for a broad range of frequencies and
various radial distances. It has been found that the power
spectral density (PSD) of magnetic field fluctuations exhibits
three different power-law regimes, = α−P k P k( ) 0 , characterized
by different exponents: (i) α≈−1 for smaller k (e.g.,
Matthaeus & Goldstein 1986; Verdini et al. 2012); (ii) α
≈−5/3 for the intermediate k (e.g., Marsch & Tu 1990), this
range of k is also anisotropic and the fluctuations parallel and
perpendicular to the magnetic field may exhibit a different
power-law index (see, e.g., Dasso et al. 2005; Horbury
et al. 2012); and (iii) α ⩽ −2.5 with a minimum index close
to −4.5 (Leamon et al. 1999; Bruno et al. 2014) for the largest k
(see, also, Coleman 1968; Stawicki et al. 2001, and Bruno &
Carbone 2013; Alexandrova et al. 2013, for a review). Frisch
(1995) described the three characteristic power-law regimes,
separated by spectral breaks, as the magnetohydrodynamic
equivalents of the scale ranges of classical hydrodynamic
turbulence: (i) the driving (or energy containing) range; (ii) the
inertial range, dominated by nonlinear turbulent interactions
which transfer the energy over multi-scales; and (iii) the
dissipation range. The physical processes contributing to
dissipation in turbulent collisionless plasmas are still an open
issue and in recent years it has been argued (see, e.g.,
Alexandrova et al. 2013) that below proton scales, another
turbulent cascade may take place which is described by a
different power law. This is followed by an exponential law
which could be indicative of dissipation.

In practice, the analysis of an in situ time series provides
PSD as a function of frequency in the spacecraft reference
frame, P(fsat), which would correspond to the Doppler-shifted
wavevector spectra, P(k), under the assumption that the plasma
flows over the spacecraft much faster than the characteristic

time evolution of the nonlinearly interacting turbulent spatial
structures/eddies (the Taylor hypothesis). In the solar wind, the
transition between the driving and inertial ranges is generally
observed at frequencies between 10−4 and 10−3 Hz which
would correspond to spatial scales related to the solar wind
correlation/integral length (λ) or the typical size of the “energy
containing eddies” (Batchelor 1970; Matthaeus et al. 1994).
The high-frequency limit of the inertial range in the solar wind
and the transition to the kinetic regime is marked by a break in
the spacecraft-frame frequency representation, generally in the
vicinity of spatial scales (under the Taylor hypothesis) of the
order of the proton inertial length or the proton Larmor radius
(e.g., Chen et al. 2014). Recently, the variation of this break
with heliocentric distance was discussed by Bruno & Trenchi
(2014). High-resolution data seem to suggest that dissipation
may effectively start at higher frequencies corresponding to the
electron Larmor radius (Alexandrova et al. 2009). The solar
wind is a supersonic and super-Alfvénic tenuous stream of
collisionless plasma emerging from the dynamic solar corona,
and therefore discerning “pure” turbulence features from other
structures convected from the Sun is still an issue (see, for
instance, Tu & Marsch 1995; Bruno et al. 2007;
Borovsky 2008).
Solar wind observations in the inner heliosphere (between

0.3 and 0.9 AU) suggest that the ordering parameter of
turbulent properties is the “age” of the turbulence, evaluated
as the time it takes for the solar wind to travel from the Sun to
the spacecraft, rather than the radial distance. The “aging” of
the solar wind turbulence is also characterized by a progressive
spectral dominance of the “2D” mode of the turbulence
(characterized mainly by perpendicular wavevectors) over the
“slab” mode (dominated mainly by parallel wavevectors; Ruiz
et al. 2011). Analyses based on a global mean magnetic field
estimate concluded that the slow wind generally exhibits
features of “2D” turbulence, while the turbulence in the fast
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wind is more of the “slab” type (Dasso et al. 2005; Weygand
et al. 2011) and the anisotropic state found near the Sun
evolves toward a more isotropic state at 1 AU. On the other
hand, approaches exploring anisotropy through the scale-
dependent local mean magnetic field (e.g., Horbury et al. 2008;
Podesta 2009; Wicks et al. 2010; Forman et al. 2011) indicate
that the high-speed solar wind power spectrum is dominated by
perpendicular “2D” fluctuations. Simulation results (Chen et al.
2011) show the same discrepancy between the global and local
mean magnetic field approaches and the authors conclude that
global mean magnetic field scaling is not able to properly
discriminate between parallel and perpendicular fluctuations.
Smith (2003) shows that at high latitudes, roughly equal
proportions of slab (1D) and 2D coexist in the same plasma
element.

At solar minimum, the solar wind is characterized by an
increased recurrence of high-speed streams (up to 800 km s−1

and more) with lower density and higher temperature, whose
origin is the meridional extensions of the polar coronal holes.
The properties of fast and slow wind turbulence were
investigated for different phases of the solar cycle from data
recorded by Helios (Bavassano & Bruno 1989, 1991; Ruiz
et al. 2011), ACE (Borovsky 2012b), Ulysses (Yordanova
et al. 2009), Cluster, THEMIS (Weygand et al. 2011),
Messenger, and Wind (Bruno & Trenchi 2014; Bruno
et al. 2014). Observations of the solar wind by Ulysses at
larger radial distances (between 1.5 and 5.4 AU), outside the
ecliptic and close to the solar minimum, show that the spectral
index of the fast wind inertial range turbulence presents values
in the range −1.79 < α < −1.55 for the magnetic field
components, and between −1.52 < α < −1.25 for the total field,
∣ ∣B . The spectra of the slow wind exhibit similar power-law
behavior but with steeper slopes, −1.95 < α < −1.45 for the
components of the magnetic field and −1.78 < α < −1.55 for the
total field (Yordanova et al. 2009). It is unclear whether or not
the inertial range spans roughly the same frequency range for
the fast and slow wind.

In situ observations at 1 AU indicate that the median of the
magnetic spectral index in the inertial range depends on the
type of wind: it is shallower for the fast wind

> −V( 450 km s )wind
1 , α = −1.54, compared to the slow wind,

α = −1.70, as shown by Borovsky (2012a) from 10 years of
ACE data (1998–2008). The spectral index may assume
“extreme” values, larger than −1.33 and smaller than −1.95.
Steeper spectral slopes are observed at 1 AU when the solar
wind density is larger, the temperature is smaller, the speed
takes on lower values, and the number of strong directional
discontinuities is reduced (Borovsky 2012a). Close to the high-
frequency limit of the inertial range, at proton scales, in the
vicinity of the fluid/kinetic spectral break, Wind (at 0.99 AU)
and Messenger (at 0.42 AU) data show that the spectral slope
may depend on the power density in the inertial range: steeper
slopes are observed for larger power in the inertial subrange
(Bruno et al. 2014). This frequency break moves toward
smaller frequencies as the radial distance increases (Bruno &
Trenchi 2014).

2. SPECTRAL PROPERTIES OF FAST AND
SLOW SOLAR WIND AT 0.72 AU

We analyze data recorded by Venus Express (VEX) in the
solar wind in the vicinity of Venus, at 0.72 AU, between 2007
January and 2009 December, during the minimum of solar

cycle 24. Since Venus has no intrinsic magnetic field, its
induced magnetosphere is confined to shorter distances from
the planet, and thus VEX spends more than 20 hr each day of
the year in the solar wind. Thus, VEX is a unique solar wind
monitor which investigates the inner heliospheric solar wind on
a day to day basis for almost one solar cycle, since 2006. The
turbulent fluctuations of the solar wind magnetic field
considered in this study are provided by the VEX Magnet-
ometer (VEX-MAG; Zhang et al. 2006) with a cadence of 1 Hz.
The data are obtained through an offline calibration procedure
by donwsampling the 32 Hz resolution data.
The plasma state (electron and ion spectra and their

moments, e.g., density, temperature, velocity) is investigated
using the Analyzer of Space Plasma and Energetic Atoms
(ASPERA, Barabash et al. 2007). ASPERA operates in the
solar wind for short time intervals of the order of one to two
hours, close to the orbit apogee. The ion and electron spectra
and their moments are provided with a time resolution of 196
seconds which does not allow for a spectral analysis of the
solar wind plasma parameters. Nevertheless, the estimate of the
moments of the ion velocity distribution function provides us
with the data we need to select high and low speed solar wind.
Inspired by previous studies, we select the slow and fast wind
intervals based on a threshold speed value equal to 450 km s−1.
The magnetic field experiment operates continuously, however,
we consider time intervals of roughly four hours, which are
close to the VEX apogee and include those time periods when
ASPERA is also operating.
Several quality checks impose additional constraints on the

magnetic field data analysis. We disregard the time intervals
shorter than 1 hr and those with data gaps exceeding 30
consecutive points. In general, the total missing data points
amount to less than 3% of the total number of samples for the
selected time intervals and they appear to be randomly
distributed over time. Thus, the number of data gaps in the
selected time intervals is small and their lengths are short. A
linear interpolation is applied prior to the spectral analysis.
From a total of 1094 orbits between 2007 January and 2009
December, only 204 time intervals fulfill the data quality
requirements, 48 of which correspond to fast solar wind
observations (Vwind > 450 km s−1).
The magnetic field components are provided in the Venus

Solar Orbital (VSO) rectangular frame, with the Ox axis
aligned in the Sunward direction and the Oz axis perpendicular
to the ecliptic plane in the northward direction. The PSDs are
computed with a Welch algorithm (Welch 1967) averaging
periodograms applied on Bx, By, Bz, and the total field, ∣ ∣B , for
all of the selected time intervals. We also compute the trace of
the spectral matrix of the fluctuations. A summary plot of all
the power spectra is provided in Figure 1; different colors
illustrate different types of wind (fast/slow) and different years.
An average spectrum is computed as an ensemble average of all
the spectra for the fast and slow solar wind, respectively.
The spectral power of the fast solar wind is systematically

larger than for the slow wind, as shown by previous results in
other locations of the heliosphere (see the review by Bruno &
Carbone 2013 and recent results at 0.38 and 1 AU by Bruno
et al. 2014). The PSDs exhibit a power-law regime in the
frequency range × − −[5 10 , 10 ]3 1 Hz. A change in the spectral
slope is observed around 0.2–0.3 Hz, close to the local
Doppler-shifted proton gyrofrequency, followed by a fre-
quency range showing a steepening of the spectra which could
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correspond to the lowest frequencies of the non-MHD kinetic
turbulent cascade. In order to minimize the effect of inherent
uneven sampling of the frequency range by the periodogram
technique, the spectral index/slope has been computed from
PSDs rebinned and averaged over equal logarithmic bins of
frequency. In addition to rebinning the frequency range, we
have also searched for power-law behavior by varying the

limits of the fitting frequency range. Thus, for each of the
power spectra, the spectral index (or slope) is calculated by a
linear least-square fit over the interval × − −[5 10 , 10 ]3 1 Hz.
This range would correspond to the high-frequency part of the
inertial subrange at 0.72 AU and solar minimum. The number
of data intervals is sufficiently large to allow for a statistical
analysis of the distribution of the spectral indices obtained at

Figure 1. Summary plot of the power spectral density spectrum of Bx, By, and Bz from VEX magnetic field data recorded between 2007 and 2009, during the minimum
of the 24th solar cycle. Yellow and red lines correspond to fast solar wind, gray and blue lines correspond to slow solar wind. The black dotted lines mark the
frequency interval for which the spectral index of each spectrum is computed. An average spectrum is derived as an ensemble average of all the spectra obtained for
the fast (the embossed red line) and slow wind (the embossed blue line), respectively. The spectral slope of the average spectra is computed for the frequency range
marked by yellow and magenta, respectively.

Figure 2. Distribution of spectral index for Bx, By, and Bz from data recorded between 2007 and 2009. Upper row: evolution in time of the spectral indices computed in
the frequency interval indicated in Figure 1. c is the constant (intercept) of the first degree polynomial linear fit and s is the slope of the fit. Lower row: the histogram
of the spectral indices approaches a Gaussian distribution with a mean close to −5/3 for the slow wind and −1.6 for the fast wind.
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solar minimum, between 2007 and 2009, as illustrated by
Figure 2.

The a priori separation of fast from slow solar wind allows
for the independent and simultaneous tracking of the evolution
of the spectral properties of turbulence for the two types of
wind. The least-squares linear fitting of the distributions of the
spectral slopes (upper panels of Figure 2) provides experi-
mental evidence that the spectral indices do not exhibit any
temporal trends over the years while the solar minimum
deepens, both for the slow and fast solar wind. This can be
considered as an indication that the processes contributing to
the power-law scaling are mainly local, possibly related to
nonlinear interactions leading to the turbulent transfer of energy
between scales. The histograms of the spectral indices show
that the slopes of the magnetic field power spectra in the inertial
range fit a Gaussian distribution, as seen in the lower row of
plots in Figure 2. The three components of the magnetic field
exhibit different average spectral slopes for the fast and slow
wind: α = − ±1.57 0.02x

fast , α = − ±1.58 0.02y
fast ,

and α = − ±1.60 0.02z
fast , and α = − ±1.67 0.01x

slow ,
α = − ±1.64 0.01y

slow , α = − ±1.64 0.01z
slow , respectively,

where αi
fast slow indicates the mean spectral index of the

component i and the fast or slow type of wind. The mean
spectral index of the trace of the spectral matrix (not shown)
varies from α = − ±1.60 0.01B

fast in the fast wind to
α = − ±1.65 0.01B

slow in the slow wind.
The variation of the spectral index as a function of the solar

wind speed is shown in Figure 3. The average spectral indices
of the magnetic field become shallower with increasing plasma
velocity, which is in good agreement with previous work
(Chen et al. 2013). The continuous trend also seems to indicate
that the solar wind velocity may be a controlling parameter for
the spectral slope. Nevertheless, recent studies indicate that
cross-helicity is equally important in controlling the spectral
behavior (Chen et al. 2013).

The VEX results show similarities with the spectral analysis
of Wind magnetic field data at 1 AU during roughly the same
time interval, between 2004 June and 2009 April. Data from
Wind showed a mean spectral slope from −1.6 (for wind speeds

larger than 600 km s−1) to −1.72 (for speeds smaller than
400 km s−1; Chen et al. 2013). Another analysis of solar wind
turbulence at 1 AU, based on ACE data recorded between 1998
and 2008, suggests a median spectral slope of the magnetic
field equal to −1.54 for speeds larger than 550 km s−1 and
−1.70 for speeds smaller than 450 km s−1, respectively
(Borovsky 2012a). Nevertheless, the VEX data suggest that,
on average, the slopes of the slow wind spectra are shallower at
0.72 AU than at 1 AU, while the fast wind shows, on average,
comparable slopes. We note the differences between the mean
spectral slopes of the three magnetic field components for the
slow wind conditions and roughly the same mean slope for the
fast wind. On the other hand, more spectral power is observed
for the By and Bz components in the fast wind. This is in
agreement with our expectation of finding more power in the
perpendicular components than the parallel components, as fast
wind is more Alfvénic and Alfvénic fluctuations are mainly
perpendicular to the local mean magnetic field and are not
compressive. At 0.72 AU, the Parker spiral (mean field) for the
fast (700 km s−1) solar wind would be around 24°, which is not
far from the X direction in the VSO reference system. Thus,
more power should be expected for the Y and Z components of
the magnetic field (Klein et al. 1993). The anisotropy will be
the subject of a future study on the same data set.

3. DISCUSSION AND CONCLUSIONS

We have investigated the spectral behavior of the solar wind
magnetic field at 0.72 AU for low solar activity between 2007
and 2009 using data provided by VEX. The PSDs of the
magnetic field components and the trace of the spectral matrix
indicate that the inertial range of turbulence can be identified as
power-law behavior in the fast and slow solar wind. More
power is contained in the fast wind spectra which also exhibit
shallower slopes than the slow wind. The mean value of the
slope assumes values around −1.6± 0.01 for the fast wind and
−1.65± 0.01 for the slow wind, respectively. Our results fully
agree with general predictions found in the literature concern-
ing different spectral slopes of magnetic field fluctuations
depending on solar wind conditions.

Figure 3. Spectral index as a function of solar wind speed; we show averages over velocity bins of 50 km s−1 width. Different colors ilustrate different magnetic field
components. Data is collected in the solar wind by VEX between 2007 and 2009. The dotted vertical line represents the threshold we chose to select fast and slow
solar wind.
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In particular, Chen et al. (2013) clearly showed how the
spectral index of the magnetic field and velocity fluctuations
depend on their Alfvénicity, which can be expressed by the
normalized cross-helicity σC. These authors, analyzing five
years of Wind data, found that as σC decreases, the magnetic
energy starts to dominate the kinetic energy, and the magnetic
field spectrum becomes steeper than the velocity spectrum, in
line with predictions (Müller and Grappin 2005, among
others). The tendency for the magnetic spectrum to dominate
over the kinetic is a natural outcome for stationary, critically
balanced MHD turbulence (Goldreich & Sridhar 1995)
generated by nonlinear interacting Alfvén waves (Gogoberidze
et al. 2012). Consequently, since we study fast and slow wind,
which differ in Alfvénicity (Bruno & Carbone 2013), with the
fast wind being more Alfvénic than slow wind, we should
expect to find magnetic field spectra in the fast wind less steep
than those in slow wind. In addition, a comparison with similar
data at 1 AU suggests that, on average, the spectra steepen
while the slow solar wind is transported between 0.72 and
1 AU, suggesting that nonlinear interactions are at work. On the
other hand, the fast wind exhibits less clear evidence of radial
steepening.

The solar wind magnetic field spectral indices between 2007
and 2009 have a normal distribution. We do not find a
significant temporal trend in the slopes. The average spectral
slopes of the three magnetic components suggest an anisotropic
repartition of power. There is evidence for a change in the
spectral slope in the vicinity of the proton cyclotron radius,
possibly associated with the transition from the inertial to the
kinetic subrange.

Our results suggest that at 0.72 AU and solar minimum, the
slow wind exhibits, on average, spectral behavior closer to the
“f −5/3” law with some differences between the mean slopes of
the magnetic field components. Thus, there are indications that
the turbulence is anisotropic and models based on the isotropy
hypothesis, like Kolmogorov (1941) and/or Iroshnickov–
Kraichnan, are not applicable. Modern theories of anisotropic
strong MHD turbulence (Goldreich & Sridhar 1995) predict
that the perpendicular spectrum of turbulence may approach for
some conditions the “f −5/3” scaling. In the absence of resolute
plasma measurements from VEX, we can only suggest that the
slow wind spectra are perhaps dominated by the perpendicular
component. Nevertheless, the younger turbulence carried by
the fast wind is described by shallower spectral slopes which
show a tendency to approach asymptotically a “f −3/2” power
law. This could possibly signify that the structure of the
turbulence exhibits features consistent with models of aniso-
tropic turbulence as in Boldyrev (2006). In other words, our
results may suggest that the slow wind at 0.72 AU and solar
minimum is dominated by filament-like structures at the
smallest scales (as suggested by Goldreich & Sridhar 1995),
while the fast wind turbulence is dominated by sheet-like
structures at the smallest scales (as suggested by Boldyrev
2006), possibly related to phenomenological turbulent features
of the solar wind at the origin, in the corona.
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Ministry of National Education, CNCSUEFISCDI, project No.
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performed with the AMDA science analysis system provided
by the Centre de Donnes de la Physique des Plasmas (IRAP,
Universit Paul Sabatier, Toulouse) supported by CNRS
and CNES.
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Abstract. 13 

 In this paper we investigate quantitatively the effect of data gaps for four methods of 14 

estimating the amplitude spectrum of a time series: Fast Fourier Transform (FFT), Discrete 15 

Fourier Transform (DFT), Z-Transform (ZTR) and Lomb-Scargle algorithm (LST). We devise 16 

two tests: the Single Large Gap test, which can probe the effect of a single data gap of varying 17 

size and the Multiple Small Gaps test, used to study the effect of numerous small gaps of 18 

variable size distributed within the time series. The tests are applied on two datasets: a synthetic 19 

dataset composed of a superposition of four sinusoidal modes and one component of the 20 

magnetic field measured by the Venus Express (VEX) spacecraft in orbit around the planet 21 

Venus. For single data gaps, FFT and DFT give an amplitude decreasing with gap size. 22 

However, the shape of their amplitude spectrum remains unmodified even for a large data dap. 23 

On the other hand, ZTR and LST preserve the absolute level of amplitude but lead to greatly 24 

increased spectral noise for increasing gap size. Therefore, for single data gaps, FFT is the best 25 

method to approximate the spectral slope. For multiple small data gaps, DFT, ZTR and LST 26 

can, unlike FFT, find the correct amplitude of sinusoidal modes even for large data gap 27 

percentage. However, for in-situ data collected in turbulent plasma environment these three 28 

methods overestimate the high frequency part of the amplitude spectrum above a threshold 29 

depending on the maximum gap size and the associated spectral noise, while FFT slightly 30 

underestimates it. 31 

 32 

 33 
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1. Introduction 3 

 Spectral analysis is a widely used tool in data analysis and processing for most fields 4 

of science. The technique became extremely popular when the introduction of the Fast Fourier 5 

transform algorithm allowed for an extremely rapid computation of the Fourier Transform. In 6 

the absence of modern supercomputers, this was not just useful, but also the only realistic 7 

solution for such calculations. This limitation is no longer relevant except for datasets of 8 

extremely large size. Still, FFT has remained the most popular tool for spectral analysis, 9 

because it is both easy to use and very fast. This makes it an extremely powerful tool and 10 

generally it is the first choice from the “toolbox” of spectral analyses. It is readily available in 11 

all programing languages of notice and it is accurate under perfect conditions. However, real 12 

data is rarely perfect. We address here the very common problem of “data gaps” or non-uniform 13 

sampling. Due to the wide usage of FFT, the literature on this subject is spread over a wide 14 

array of scientific disciplines (Horne and Baliunas 1986, Schimmel 2001, Thong et al. 2004, 15 

Hocke and Kampfer 2009). However, despite the vast amount of literature, studies on the 16 

effects of non-uniform sampling are few in number. To our knowledge, there is no quantitative 17 

study that compares all the methods mentioned below. 18 

We intend to quantify the distortions introduced by data gaps using four popular methods 19 

of estimating the frequency spectrum: Fast Fourier Transform, Discrete Fourier Transform, Z-20 

Transform and Lomb-Scargle Transform. The results are compared qualitatively and 21 

quantitatively using synthetic and real data sets. 22 

We use a synthetic time series, which consists of several periodic signals and added noise. 23 

Different, frequently encountered data gap configurations are applied to it and the amplitude 24 

spectra are calculated and compared to the known spectrum of the unaltered signal. Two gap 25 

configurations are used to highlight the effects: a) a single large gap, were the original dataset 26 

is altered by removing an increasing number of points from the central part, and b) multiple 27 

small gaps, were we remove short series of consequent points whose length and precise location 28 

are randomly selected. The same methodology is also used to test the effect of data gaps on the 29 

amplitude spectra of magnetic field measurements made by the Venus Express spacecraft in 30 

orbit around the planet Venus. For these two tests, we determine practical thresholds where the 31 

use of the FFT based implementation is no longer feasible. 32 
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The paper is structured as follows: a description of the general methodology and methods 1 

is presented in Section 2; Section 3 shows the results for a synthetic dataset comprising of four 2 

sinusoidal signals, and Section 4 applies the same methodology on a real data set of Venus 3 

Express magnetic field measurements. Section 5 gives a brief summary and presents the main 4 

conclusions of our study. 5 

 6 

2. Analysis methods 7 

 The Fast Fourier transform is extremely fast to calculate, but requires strictly uniform 8 

sampling. It is by far the most popular method for computing the frequency spectrum. It is 9 

sometimes used on non-uniformly sampled data, first using linear interpolation to fill in the 10 

data gaps. Linear interpolation alters the signals but the FFT is still able to capture an acceptable 11 

level of spectral details, depending on the size and number of gaps. This is demonstrated 12 

quantitatively and qualitatively in Sections 3 and 4. 13 

 The effect of the above-mentioned linear interpolation can be fully described 14 

analytically. For a given signal 𝑥(𝑡), the Fourier transform 𝑦(𝜔) is defined as: 15 

𝑦(𝜔) = ∫ 𝑥(𝑡) ∗ 𝑒−𝑖𝜔𝑡𝑑𝑡
+∞

−∞
      (1) 16 

 If we assume a gap between 𝑡𝑎 and 𝑡𝑏, we will have: 17 

𝑦(𝜔) = ∫ 𝑥(𝑡) ∗ 𝑒−𝑖𝜔𝑡𝑑𝑡
𝑡𝑎

−∞
+ 𝑔 + ∫ 𝑥(𝑡) ∗ 𝑒−𝑖𝜔𝑡𝑑𝑡

+∞

𝑡𝑏
,     18 

where 19 

  𝑔 = ∫ 𝑥(𝑡) ∗ 𝑒−𝑖𝜔𝑡𝑑𝑡
𝑡𝑏

𝑡𝑎
≅ −𝑔1 + 𝑔2,       20 

with  21 

  𝑔1 = 𝑖 (𝑥(𝑡𝑎) −
𝑥(𝑡𝑏)−𝑥(𝑡𝑎)

𝑡𝑏−𝑡𝑎
𝑡𝑎)

𝑒−𝑖𝜔𝑡𝑎−𝑒−𝑖𝜔𝑡𝑏

𝜔
,      22 

and 23 

𝑔2 =
𝑥(𝑡𝑏)−𝑥(𝑡𝑎)

𝑡𝑏−𝑡𝑎

𝑒−𝑖𝜔𝑡𝑏(1+𝑖𝜔𝑡𝑏)−𝑒−𝑖𝜔𝑡𝑎(1+𝜔𝑡𝑎)

𝜔2 ,    (2) 24 

where the data gap is replaced by a straight line. As 𝜔 increases, both 𝑔1 and 𝑔2 will decrease 25 

to zero, resulting in a smaller Fourier amplitude 𝑦(𝜔). This simple analytical example shows 26 

that FFT, in case of data gaps, will decrease the spectral amplitudes. 27 

 The Discrete Fourier Transform is a discretization of the Fourier integral of eq. (1), 28 

which we chose to do using the trapezoidal method: 29 

𝑦(𝜔) = ∑ 𝑥(𝑡𝑗)𝑒−𝑖𝜔𝑡𝑗
∆𝑡𝑗

2

𝑛
𝑗=1       (3) 30 

 On the other hand, the Z Transform is a generalization of the Fourier Transform for 31 

discrete series rather than for continuous functions: 32 
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𝑦(𝜔) = ∑ 𝑥(𝑡𝑗)𝑒−𝑖𝜔𝑡𝑗𝑛
𝑗=1        (4) 1 

 The Lomb-Scargle method performs a least squares fit of the data using a superposition 2 

of sinusoidal modes (Lomb 1976, Scargle 1982, 1989, Hocke and Kampfer 1998). While it is 3 

equivalent to FFT for uniform sampling, it can provide, as we will show later, very different 4 

results when analyzing data with non-uniform sampling. 5 

 Note that the issues due to data gaps are not limited to any one method, but are a 6 

fundamental property of the resulting amplitude spectrum. For a uniformly sampled dataset, 7 

there is an orthogonal set of frequencies for which the values of the Fourier coefficients are 8 

independent. In the case of non-uniformly sampled data, such an orthogonal set generally does 9 

not exist (Van Dongen 1999), allowing for spectral leakage to occur. This cannot be avoided 10 

regardless of the method used since the problem does not derive from the algorithm. For this 11 

reason the problem cannot be entirely resolved. We intend to diagnose the extent by which the 12 

data gaps impact the results obtained with different methods and for different gap 13 

configurations. 14 

 15 

3. Synthetic data tests 16 

 In order to determine the effect introduced by data gaps on the Fourier transform, we 17 

test the four above mentioned spectral analysis methods on a synthetic signal with added gaps. 18 

The FFT method is applied on a signal where the gaps are linearly interpolated, while DFT, 19 

ZTR and LST are applied on a signal with no data interpolation. We test two configurations of 20 

gaps: a) Single Large Gap, based on the alteration of the original dataset by removing an 21 

increasing number of points from the central part; the procedure is repeated until the central 22 

gap reaches 99.8% of the total length of the signal, and b) Multiple Small Gaps, based on the 23 

alteration of the signal by removal of short series of consequent points whose length and precise 24 

location are randomly selected; the procedure is applied repeatedly for various distributions of 25 

random gaps. The two cases were studied first on a synthetic signal sampled uniformly. 26 

 The synthetic dataset is a superposition of 4 sinusoidal modes with unit amplitude and 27 

the following frequencies: f1 = 10 Hz, f2 = 20 Hz, f3 = 30 Hz and f4 = 40 Hz. The signal is 28 

sampled at 100 samples per seconds with a total length of L = 1000 points. We also added a 29 

white noise with unit amplitude such that the synthetic signal 𝑦(𝑡) can be described by: 30 

𝑦(𝑡) = 𝑛𝑜𝑖𝑠𝑒 + ∑ sin(2π ∙ f𝑖 ∙ t)4
𝑖=1 ,     (5) 31 
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and illustrated in Figure 1 together with its amplitude (FFT) spectrum. The latter serves as 1 

reference and will be compared to the spectra obtained by the four methods applied on various 2 

distributions of gaps. 3 

 4 

3.1. Single Large Gap test applied on synthetic data 5 

 In this case the data gap is created by removing a number of points from the central part 6 

of the synthetic signal. We generate 100 signals from (5) on which we add one gap with size 7 

varying from 1% to 99.8% of the length of the original time series. As an example, we illustrate 8 

in Figure 2 the performance of the four methods on a signal whose gap is 50% of the length 9 

of 𝑦(𝑡). Figure 2 shows that when then the FFT analysis is applied on the interpolated signal, 10 

it provides a Fourier spectrum whose amplitude is half of the original spectrum at all four eigen-11 

frequencies of the synthetic signal. 12 

 The accuracy of the amplitude spectrum computed with DFT is sensitive not only to 13 

the size of the central gap but also to the phase at the two end-points of the gap. If at least one 14 

end point has a value different from the mean value of the signal (which is zero in the case of 15 

our synthetic signals) then the results are distorted. This distortion is also seen in Figure 2, 16 

where the DFT amplitudes depict a very large background level (even above one), and the four 17 

signals barely rise above the background. This distortion is larger for large deviations of the 18 

two end points from the mean. 19 

 Since we are interested mainly on the effect of the gap size, we apply a Tukey (tapered 20 

cosine) window (Bloomfield, 2000) on the two parts of the signal around the gap, which cancels 21 

the offset on either side of the gap (as well as at start and end of the signal). In order to treat all 22 

methods similarly, we apply the same windowing procedure to all the four methods. The results 23 

obtained after the windowing procedure are shown in Fig. 3, in the same format as Fig. 2. For 24 

FFT, the windowing procedure removes the high amplitudes at very low frequencies seen in 25 

Fig. 2b, which were due to the slope of the linear interpolation. DFT results are now similar to 26 

FFT, and show the same 50% decrease in amplitude. 27 

 Figure 2 shows that the two other spectral analysis methods, ZTR and LST, provide 28 

very accurately the same amplitude level as the original, full dataset, even when the gap is quite 29 

wide. We also see that the spectral background level (~3 ∙ 10−2) is larger for these two 30 

methods, compared to the original level of ~10−2 depicted in Figure 1b. Figure 3 shows that 31 

the windowing procedure hardly affects the ZTR and LST results. The increase of the spectral 32 
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background will have important implications for the analysis of real data, as we will see in 1 

Section 4. 2 

 Figures 4 and 5 show how the amplitudes change when the length of the central gap is 3 

increased. Figure 4 shows the amplitude spectra obtained for the four methods in color coding, 4 

with y-axis giving the TGP of the signal and x-axis representing the frequency. Figure 4 5 

includes 100 spectra of the signal (5) with central gap increasing linearly from 1% to 99.8% of 6 

the signal. Figure 4a shows that the amplitude spectrum calculated by the FFT transform 7 

decreases systematically with increasing size of the central gap. The results of the FFT and the 8 

windowed DFT are very similar until the TGP exceeds about 80%, whence the DFT 9 

background noise level increases dramatically. The spectra corresponding to gap sizes larger 10 

than about 50% exhibit a gradual appearance and broadening of a series of side lobes, leading 11 

to “palm tree” shape in the vicinity of the singular frequencies. The gradual broadening of the 12 

individual spectral lines can be explained by the finite length of the original signal; the 13 

degradation of the signal by removal of an increasingly large central part decreases the number 14 

of sinusoidal peaks and leads to a broadening of the spectral line. 15 

 The spectra obtained with ZTR and LST are quite different, but bear some similar 16 

features. As the size of the central gap increases, the signal amplitude remains almost constant 17 

for all the four signals. Moreover, Figure 4 shows that the side lobes (the “palm tree”) and the 18 

background noise have considerably larger amplitudes for ZTR and LST than FFT and DFT. 19 

 In order to illustrate even more quantitatively the response of the four methods to the 20 

increasing size of the central gap we have studied the change for the first frequency, f1=10 Hz, 21 

of the full signal. Figure 5 shows how the amplitude of the spectrum at f1 varies with TGP. FFT 22 

and DFT transforms give the same result up to TGP < 80%; the amplitude is monotonically 23 

decreasing with increasing TGP. Beyond TGP of about 80%, the DFT amplitude increases 24 

rather randomly, indicating the increasing background level. On the other hand the amplitude 25 

at f1 obtained from ZTR and LST remains very closely at 1 up to TGP of about 95%. Beyond 26 

this value, both methods give increasingly disturbed amplitude levels. 27 

 Figure 6 shows the integral of the amplitude spectrum, i.e. the sum of all amplitudes, 28 

as a function of the TGP. In order to study the effect of spectral noise we calculated the integral 29 

not only for the synthetic signal given by equation (5), but also for a “clean” signal (the sum of 30 

sinusoids without noise) as well as for pure noise. We found that FFT and DFT behave in a 31 

similar way within the limit of small TGP, up to about 60% (see earlier discussion). The integral 32 

corresponding to the clean signal has an almost constant value as we increase the gap size. For 33 

pure noise, the integral decreases with increasing gap size. For the signal contaminated with 34 
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noise (the original signal given by eq. 5) the result is a combination of these two cases, i.e. the 1 

integral slowly decreases with increasing TGP. 2 

For the ZTR and LST methods, the integral increases as we increase the gap size not 3 

only for pure noise and the noisy signal, but also for the clean sum of sinusoids. We already 4 

observed in Figure 3 that, for the 50% TGP, the spectral background was larger than the original 5 

background. We see here that the background level increases systematically as we increase the 6 

gap size, eventually dominating the integral for large TGP and explaining the overall increase 7 

for all three signals depicted in Fig. 6. This result will have an important impact on the analysis 8 

of solar wind data, where dominant harmonics are less frequent and the spectral noise 9 

dominates the integral. 10 

 11 

3.2. Multiple Small Gaps test applied on synthetic data 12 

 The second test performed on the synthetic signal of eq. (5) consists of removing a 13 

number of randomly distributed points from the original signal. This test mimics the situation 14 

often encountered in the experimental investigation of various geophysical or space systems 15 

(e.g., ground based measurement of the geomagnetic field or satellite measurement of the 16 

plasma and field parameters of the solar wind), where randomly distributed data gaps are an 17 

inherent problem. 18 

 We calculate the size distribution of the gaps using the gamma function Γ, which can 19 

be described by two parameters: the shape parameter Ag and the scale parameter Bg. The 20 

Probability Density Function (PDF) for the gamma distribution can be expressed in terms of 21 

Ag and Bg, as follows: 22 

𝑃𝐷𝐹𝑔(𝑥|𝐴𝑔, 𝐵𝑔) =
𝑥𝐴𝑔−1 ∙ 𝑒−𝑥 𝐵𝑔⁄

𝐵𝑔
𝐴𝑔  ∙ Γ(𝐴𝑔)

     (6) 23 

We use this PDF to create statistical ensembles of gaps, with gap size probability being 24 

controlled by the mean (𝑀𝑔 = 𝐴𝑔 ∙ 𝐵𝑔) and variance (𝑉𝑔 = 𝐴𝑔 ∙ 𝐵𝑔
2) of the gamma distribution. In 25 

practice we choose a set of values for Mg and Vg and then compute a vector of gamma 26 

distributed random numbers according to equation (6). The obtained vector comprises of a set 27 

of real numbers from ~ zero to a positive value Gm depending on Mg and Vg. These numbers 28 

are rounded to the nearest integer value and thus we obtain the distribution of gap sizes, each 29 

integer giving the number of consecutive points to be removed from the uniformly sampled 30 

signal. The increasing degradation of the signal is achieved by increasing both Mg, which 31 

increases the size of the most probable gap, and Vg, which increases the probability of obtaining 32 

large gaps. 33 
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 As in the case of SLG, we calculate the Fourier spectra and index them according to 1 

the selection of Mg and Vg values. We also define the Total Gap Percent associated with each 2 

spectrum as the total percent of points removed from the signal, computed as the sum of all 3 

gaps. 4 

 Figure 6 shows an example of a distribution of gaps for Mg = 2.1 and Vg = 1.1, which 5 

removes 51% of the points of the signal. In this example the gaps with small size (between 1 6 

and 3 consecutive points) have high probability and their cumulative effect is to remove of 7 

more than 40% of the points of the original signal, as indicated by Fig. 7b. The largest gap in 8 

this example has a size of 8 points; there is only one gap of this size. 9 

 The amplitude spectrum obtained with FFT shows that the amplitude of the sinusoidal 10 

modes decreases systematically with increasing frequency. The other three methods (DFT, 11 

ZTR and LST) are very robust for this configuration of gaps and show no major modification 12 

in the amplitude spectra compared with the original results (see Fig. 1). 13 

 The methodology outlined above was applied on an ensemble of 100 synthetic signals 14 

obtained by degrading the original signal by increasing the number of missing points according 15 

to the gamma distribution. The mean and variance of the distribution of gaps increase with 16 

signal number, and thereby, the total number of removed points increases, although not strictly 17 

linearly. Figure 8a shows for each of the 100 degraded signals the percentage of total missing 18 

points (the TGP value) and Fig. 8b shows the distribution of gap percentage as a function of 19 

signal index and gap size. We note that this statistical ensemble of signals covers indeed a 20 

broad range of different possible configurations, relevant to investigate the response of the four 21 

spectral analysis methods. 22 

 Figure 9 depicts the amplitude spectra of the 100 signals described above and in Fig. 8 23 

as a function of TGP and frequency, similar to the SLG test of Fig. 4. One can see that the FFT 24 

amplitude decreases with frequency and with increasing TGP. The results for DFT, ZTR and 25 

LST show little decrease in amplitude and no frequency dependence when TGP increases. 26 

 Figure 10 shows the FFT amplitudes as a function of TGP separately for the four 27 

frequencies f1-f4. FFT amplitudes decrease rather systematically with TGP. However, there is 28 

some variation in amplitudes, especially for large TGP, which is due to the different effect of 29 

each individual gap sample. So, TGP is not the only factor affecting the amplitude, but also the 30 

distribution of gaps matters. 31 

 Figure 11 shows the analogue of Fig. 6 for MSG test., i.e. the amplitude integral as a 32 

function of TGP. As in Fig. 6, the amplitude integral for the original signal is removed in each 33 

case. There are interesting differences between Fig. 11 and Fig. 6 that are related to the different 34 
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gap structure between the two cases, even for the same total TGP. In particularly there is a 1 

much larger integral amplitude in FFT, even for clean sinusoids, which is due to increased 2 

background power. Figure 9 shows that FFT amplitude increases at low frequencies with TGP. 3 

However, there is increased background level even at lower TGP of about 40% (see Fig. 9), 4 

where the integral amplitude attains its maximum, as seen in Fig. 11. 5 

 6 

4. Satellite data tests 7 

 We now apply the above methods to the magnetic field data from Venus Express (VEX) 8 

spacecraft (Zhang et al. 2006) in orbit around the planet Venus. The signal represents a sample 9 

of the x component of the solar wind magnetic field, measured by VEX on 17.01.2007. It 10 

includes 1000 data points sampled at 1 s time resolution, forming a time series of 16 minutes 11 

and 40 seconds without gaps. Figure 12 shows the signal and its FFT amplitude spectrum. 12 

 13 

4.1. Single Large Gap test applied on VEX data 14 

 This testing method is identical to the one described above in Section 3.1. A case study 15 

obtained by removing 50% of the central part of the original signal (TGP = 50%) is shown in 16 

Fig. 13. Since the signal does not have significant peaks in the original spectrum (see Fig. 12), 17 

we study the performance of the four methods by comparing amplitude spectra, which have 18 

been averaged by a 100-point moving mean filter. Like in the corresponding synthetic test, we 19 

see that FFT and DFT perform roughly in a similar way. The amplitude spectra of the signal 20 

with TGP = 50% are at a clearly lower level than the original spectrum over the whole 21 

frequency interval. For ZTR and LST the overall average level of the spectrum is fairly similar 22 

to the original one. 23 

 The results for the ensemble of 100 signals with the TGP increasing linearly from 1% 24 

to 99.8% (the procedure described in Section 3.1) are shown in Figures 14 and 15 (analogues 25 

of Figures 4 and 5). These figures illustrate the difference between the spectrum of the signal 26 

with and the original spectrum. FFT and DFT show in Figure 14 an overall decrease in 27 

amplitude with increasing gap size. However, due the more complicated spectral content of the 28 

real signal, the results are not as clear as for the synthetic signal (Figure 4). Also, due to edge 29 

effects, the DFT amplitude shows a large increase especially at high frequencies. ZTR and LST 30 

show an increase in amplitude with increasing gap size. Figure 14 shows the integral of the 31 

amplitude spectra as a function of TGP. We see here a pattern very similar to the one obtained 32 
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for pure noise analysis (see Fig. 6b): a decrease in FFT and DFT (until about 60% TGP) and 1 

an increase in ZTR and LST as we increase the gap size. 2 

 3 

4.2. Multiple Small Gaps test applied on VEX data 4 

 A case study for the VEX signal from which we have removed 50.6% of the points by 5 

introducing small gaps according to the gamma distribution is shown in Figure 16. We see that 6 

this gap configuration produces excessive power over most of the frequency range for DFT, 7 

ZTR and LST. Only FFT produces an amplitude spectrum that is close to the original one. One 8 

can notice a threshold frequency at about ft=2 10-2 Hz which is common for the three methods, 9 

above which the spectral slope departs strongly from the original one. This threshold value is 10 

related to the critical signal to noise ratio (SNR); when SNR is small, the three methods produce 11 

very noisy spectra that are not reliable when studying the distribution of power at different 12 

frequencies, which is a key information for many types of studies. 13 

Figures 17 and 18 show the results of the test for the ensemble of 100 signals with 14 

variable gap size distribution generated by the gamma function. Figure 17 shows the difference 15 

between the actual amplitude spectrum and the original spectrum. It gives us a synoptic view 16 

of the behavior of the four methods when degradation is increasing. Figure 17 shows that the 17 

FFT amplitude spectrum underestimates the original spectrum for frequencies higher than 18 

about 0.1 Hz. 19 

On the other hand, DFT, ZTR and LST overestimate the spectrum over most of the 20 

frequency range. A significant increase is detected for frequencies larger than 0.15 Hz, in 21 

agreement with the case study depicted in Figure 16. Interestingly the increase seen in these 22 

three methods is frequency dependent, and the affected range of frequencies seems to depend 23 

on the actual distribution of the gaps and the power of the signal. These results indicate that, at 24 

least when the data includes gaps, FFT is the best method to approximate reliably the spectral 25 

slope of a signal recorded in a turbulent environment. Figure 18 illustrates the integral spectral 26 

amplitude (as difference to the original) as a function of the TGP. The integral gives a global 27 

measure of the spectrally differentiated behavior seen in Figure 17. Figure 18 shows 28 

quantitatively the better agreement of the FFT amplitude with the original spectrum, than the 29 

three other methods, even for large TGP. 30 

 31 

 32 

 33 
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 1 

 2 

5. Discussion and conclusions 3 

 We have analyzed the effect of data gaps on four commonly used spectral analysis 4 

methods: the Fast Fourier Transform, the Discrete Fourier Transform, the Z Transform and the 5 

Lomb-Scargle algorithm. FFT is extremely fast and readily available in all programing 6 

languages, and it is by far the most popular method of estimating the amplitude spectrum. It is 7 

often applied also to signals containing data gaps, using interpolation to compensate for the 8 

lack of data. The simple discretization of the Fourier integral using the trapezoidal method 9 

(DFT), can be used without interpolation even in the presence of data gaps. The Z transform, a 10 

generalization of the Fourier transform for discrete series and the Lomb-Scargle algorithm, a 11 

least squares fit of the data using a superposition of sinusoidal modes, are straight-forwardly 12 

applicable for time series with non-uniform sampling and/or data gaps. 13 

 In order to study the effect of data gaps and to mimic frequently encountered gap 14 

configurations, we devised two tests: the Single Large Gap test, which removes a number of 15 

consecutive points from the signal, and the Multiple Small Gaps test, which removes a number 16 

of randomly distributed gaps whose size was given by the gamma distribution. Both tests 17 

include an ensemble of 100 signals with gap percentage increasing from 1% (4.3%) to 99.8% 18 

(83.6%) in the case of the SLG test (MSG test, respectively). The tests are applied on two data 19 

sets: a simple superposition of four sinusoidal modes and magnetic field measurements made 20 

by the Venus Express spacecraft in orbit around planet Venus. Since the DFT method gives 21 

reasonable results in the SLG test only after windowing, the signal was windowed for all four 22 

methods, although the effect of windowing was minimal for the other methods. 23 

 For FFT and DFT, the SLG test shows monotonically decreasing amplitudes of the 24 

sinusoidal modes, with increasing Total Gap Percent. For DFT this decrease continues only to 25 

the limit of TGP of about 80%, where after the background level increases considerably 26 

because the windowing procedure becomes less effective (due to the small number of data 27 

points and related numerical noise). For VEX data, used here as an example of a realistic dataset 28 

with a more complex spectrum, the results are influenced by the non-stationarity of the time 29 

series but, overall, we see a similar decrease in FFT and DFT amplitude when increasing the 30 

TGP, as for the synthetic data. For the synthetic dataset, ZTR and LST show neither decrease 31 

in the amplitude of the sinusoidal modes nor frequency dependence, when TGP is increased in 32 

the SLG test. However, for very large gaps, the spectral background becomes increasingly 33 



GAPS_study_manuscript.docx; 31/8/2015 3:14:33 PM; 8/31/2015 3:14 PM 12 
 

noisy, leading to an overall increase of the average level of the spectrum. For VEX data, since 1 

we do not have clear spectral peaks, we only see the increase of the average level of the 2 

spectrum as TGP increases. 3 

 The MSG test probes the effect of small, randomly distributed, gaps within the time 4 

series. For the synthetic dataset, FFT is the only method which is severely affected by such 5 

small gaps, showing decreased amplitude and systematic frequency dependence in amplitude 6 

reduction, with high frequencies being most affected. On the other hand, DFT, ZTR and LST 7 

are able to recover the amplitudes of the sinusoidal modes, but the spectral background 8 

becomes increasingly noisy when increasing TGP. For VEX data, FFT shows a similar 9 

decrease in amplitude and frequency dependence as for the synthetic case. On the other hand, 10 

DFT, ZTR and LST seriously overestimate the high frequency part of the amplitude spectrum 11 

above a certain frequency threshold. Moreover, we found that this threshold is dependent on 12 

the distribution of the small data gaps, and is moving to a lower frequency as the maximum 13 

gap increases. Beyond this threshold the spectral amplitude is roughly constant since the data 14 

gaps cover a large range of gap sizes corresponding to the frequency range above the threshold. 15 

 Concluding, the FFT method can be used even for relatively large single data gaps, 16 

although the absolute value of the amplitude spectrum is systematically reduced with gap size. 17 

On the other hand, the ZTR and LST methods preserve the absolute level of the amplitude 18 

spectrum, but are more vulnerable to increasing spectral background arising from increasing 19 

data gap percentage. They are recommended for the analysis of signals with strong sinusoidal 20 

modes, giving robust results for the amplitude of sinusoidal modes. For more turbulent spectra, 21 

the appearance of side lobs and spectral noise makes the effect of data gaps more pronounced 22 

for these methods than for FFT. Thus, our results indicate that, at least when the data includes 23 

gaps, FFT is the best method to approximate reliably the spectral slope of a signal recorded in 24 

a turbulent environment. 25 
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 2 

Figure 1. a) Synthetic signal and b) its associated FFT amplitude spectrum. The signal consists 3 

of 4 sinusoidal modes. 4 
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Figure 2. Single Large Gap test applied on synthetic data. Panel a) shows the non-windowed 3 

signal with TGP of 50% and panels b), c), d) and e) show the corresponding amplitude spectra 4 

computed with Fast Fourier Transform (FFT), Discrete Fourier Transform (DFT), Z-5 

Transform (ZTR) and Lomb-Scargle Transform (LST). TGP (Total Gap Percent) represents 6 

the total number of points removed from the time series as a percent of the original length L. 7 

 8 

 9 

Figure 3. Single Large Gap test applied on synthetic data. Panel a) shows the windowed signal 10 

with TGP of 50% and the other panels are the same as in Fig. 2. 11 
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 2 

Figure 4. Single Large Gap test applied on synthetic data: amplitude in color code as a 3 

function of TGP and frequency. Panels a) b) c) and d) show the results for FFT, DFT, ZTR and 4 

LST. Color scale is logarithmic and the color bars denote the 10log of amplitude. 5 

 6 

 7 

Figure 5. Single Large Gap test applied on synthetic data: amplitude of the 10 Hz sinusoidal 8 

mode (f1) as a function of TGP for: FFT (red line marked with circles), DFT (green with x), 9 

ZTR (blue and square) and LST (magenta and +). The case study for TGP of 50% (see Fig. 2) 10 

is noted as a vertical black line and the horizontal black line gives the FFT amplitude for this 11 

case. 12 
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 1 

Figure 6. Integral amplitudes for the Single Large Gap test applied on synthetic data as a 2 

function of TGP for the signal with noise (panel a), for pure noise (panel b) and for clean signal 3 

(panel c). Color denotes the four methods. 4 
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 2 

Figure 7. Case study for the Multiple Small Gaps test applied on synthetic data. The format is 3 

similar to Fig. 2, except for panel b), which shows the individual gap percent as a function of 4 

gap size corresponding to this case study. The correct amplitude of the sinusoidal modes (10, 5 

20, 30. 40 Hz) is equal to 1, value retrieved by DFT, ZTR and LST. 6 

 7 

 8 

Figure 8. a) Total Gap Percent as a function of signal index; b) distribution of gap percentage 9 

(color coded) as a function of signal index and gap size for the Multiple Small Gaps test. 10 
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Figure 9. Multiple Small Gaps test applied on synthetic data: amplitude spectra in color code 3 

as a function of TGP and frequency for: FFT (panel a) DFT (panel b), ZTR (panel c) and LST 4 

(panel d). Color as in Fig. 3. 5 

 6 

 7 

 8 

Figure 10. Multiple Small Gaps test applied on synthetic data: FFT amplitude as a function of 9 

TGP for the four frequencies of the synthetic signal: f1 = 10 Hz (red), f2 = 20 Hz (green), f3 = 10 

30 Hz (blue), f4 = 40 Hz (magenta). Lines are 9th order polynomials fit to the individual 11 

amplitudes. The original signal amplitude is shown in black. 12 

 13 
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Figure 11. Integral amplitudes for the Multiple Small Gaps test applied on synthetic data. The 3 

format is identical to Fig. 5. 4 
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Figure 12. A Venus Express magnetic field signal. Panel a) shows the Bx component of the 4 

magnetic field as a function of time and panel b) shows its FFT amplitude spectrum 5 
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 7 

 8 

Figure 13. Case study for the Single Large Gap test applied on VEX data. The format is similar 9 

to Fig. 2. In addition, panels b) - e) also show the original spectrum (black) and the average 10 

level of the spectra for each method (thick lines). 11 
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Figure 14. Results of the Single Large Gap test applied on VEX data. Represented are the 3 

difference of amplitude spectra (method – original) as a function of TGP and frequency: a) 4 

FFT, b) DFT, c) ZTR and d) LST. 5 

 6 

 7 

Figure 15. Integral spectral amplitude for the Single Large Gap test applied on VEX data. 8 

Shown are the results for: FFT (red), DFT (green), ZTR (blue) and LST (magenta). 9 
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Figure 16. Case study for the Multiple Small Gaps test applied on VEX data. The format is 3 

similar to Fig. 7. Panels c, d, e and f show the original average FFT spectrum (black) and the 4 

average spectra for each method. 5 
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Figure 17. Results of the Multiple Small Gaps test applied on VEX data. The format is similar 3 

to Fig. 14. 4 

 5 

6 

Figure 18. Integral spectral amplitude for the Multiple Small Gaps test applied on VEX data. 7 

The format is similar to Fig. 15. 8 
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